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Abstract. In this study we provide a descriptive framework of an Eigenplace function that maps 

from the relational space between objects to the numerical coordinate space that is a part of 

external reality. Our approach assumes that the Eigenplace function maps cognitively valid space 

(the relational structure linked with temporal intervals) to a mathematical set of coordinates. After 

a description of a detailed spatial ontology, some generalizations are discussed. 

 

Keywords: space, time, region, vagueness, motion, Figure and Ground objects.  

 

1. Introduction 
 
What is the location of an object in space? Without examining the definition of object at 

this point, this is the question underlying the Eigenplace function in its simplest form. 

Important in this assumption is that, on the one hand, there are relations between objects 

that we mentally represent (normally by linking them to intervals in time or events), but, 

on the other hand, these objects are linked with concrete parts or regions of reality that 

are represented by sets of coordinates.  

The Eigenplace function has been applied and examined in different fields ranging 

from geometry, mathematical models of spatial relations, and Qualitative Spatial 

Reasoning (Galton, 2000, Galton and Hood, 2005, Hood and Galton, 2006), to human 

geography (Golledge, 1992) and formal semantics of natural language (e.g., Kracht, 

2002, Mador-Haim and Winter, 2015, Piñón, 1993, Pustejovsky, 2013, Wunderlich, 

1991, Zwarts and Winter, 2000). However, there are no systematic frameworks 

converging different perspectives on this function. In the current study we aim at 

providing a descriptive and cognitively valid and inclusive framework, bringing together 

most of the current perspectives but also containing an ontology that can be implemented 

in an axiomatic way (in our case, by using a region-calculus), and corresponding to 

experimental evidence from research on spatial cognition.  

mailto:jurgis.skilters@lu.lv
mailto:liga.zarinna@lu.lv
mailto:guntis_vilnis.strazds@lu.lv
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In this paper, we first introduce the idea of the Eigenplace function and describe the 

constituents of a basic spatial ontology (e.g., regions, paths, and objects) and their main 

properties. Next, we describe the spatial relations between objects or regions according 

to the Region Connection Calculus (RCC) formalism extended with some additional 

operators. Further, the Eigenplace function is defined, and we describe how objects 

occupying regions in space and time and their relations can be mapped by using this 

function. This is followed by a description of uses of the Eigenplace function in 

modeling prepositions and Figure-Ground object roles, expressing them also in relation 

to the sequential order of time intervals and regions. The final sections of the paper 

provide remarks about time in Eigenplace functions, the modeling of vagueness and 

uncertainty in spatial reasoning, and the representation of motion and change of location. 

We conclude with general observations and a final discussion on the Eigenplace 

function. 

2. Theoretical framework 
 
A spatial configuration can be represented either relationally (which is the way space is 

cognitively represented) or absolutely (which is the way space is represented 

mathematically, and corresponds, e.g., to the Cartesian coordinate conception of absolute 

space). The idea behind the Eigenplace function is that each object in its relational sense 

is mapped to a concrete position in an absolute space.   

An Eigenplace function as such does not explain where an object is, and does not 

even tell what the adjacent areas and objects are. Rather it presupposes the conception of 

an absolute space and maps relational information (crucial for spatial cognition) to the 

absolute (Cartesian or otherwise) space. Although every object has a unique location in 

absolute space, it is cognitively represented in relation to another object (reference 

object). 

Canonically and informally the Eigenplace function can be defined as follows: 

every object stands in relation with other objects in a particular time interval and 

occupies a region in space (Wunderlich and Herweg, 1991, 758). This definition can be 

extended either by specifying the relations or adding other operators. 

In our approach we assume (1) a particular ontology classifying types of 

constituents and (2) particular sets of relations. Both the ontology and relations – which 

are further explained below – can be flexibly extended. 

 

2.1. Basic constituents  
(cp. Mani and Pustejovsky, 2012, Talmy, 2000, Cohn et al., 1997) 

 
A Basic Spatial Ontology consists of regions, paths, objects, orientation, distance and a 

few additional perceptual determinants (reference frame, manner and cause of 

movement). Below we describe these concepts and their main characteristics and 

principles in more detail. The constituents of the Basic Spatial Ontology are: 

 

a) regions (places); 

 

b) paths; all segments of paths are also paths; all segments of paths are subsets or 
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elements of paths but not all paths are segments; also lines are considered as 

paths; 
 

The basic principles that define paths and places and their mutual structure are as 

follows: 

 

1. Paths are cognitively represented either as motions ('Mike walks') or as 

encoding a distinguished part (source, middle part or goal; e.g., 'Jim came 

from home', 'Black dog ran through the park', 'John went to a movie'). If a 

path contains a distinguished part, it is perceived asymmetrically. 

2. Spatial networks are generated out of sets of paths (including their 

intersections) and regions adjacent to them. 

 

c)   objects 
a. Figures (F; objects to be located); 
b. Grounds (G; objects in virtue of which F are located); 
c. Viewers (not always involved, and if involved not necessarily a part of 

the scene; however, location of a viewer (or an observer-induced axis) can 

determine the perception of Figure and Ground). For more on viewers see 

after the listing of the components of the ontology (see page 15). 
 

There are several principles that characterize object properties and relations as 

perceived in places and paths: 

 
1. Figures and Grounds are asymmetric in terms of (1) perceptual and functional 

prominence and dependencies, (2) their geometrical shape (Ground objects 

tend to be larger, more stationary; Figure objects – smaller, mobile), and (3) 

constraints of linguistic encodings (cp. Landau, 1996, Talmy, 2000, Carlson 

and Covell, 2005). 
2. Borders, boundaries, and surfaces are considered as belonging to either regions 

or objects. 
3. Physical objects are spatio-temporally persistent and their paths are connected: 

every physical object has a unique location and a continuous path in space and 

time without abrupt jumps, appearances and disappearances in different space 

or time segments (cp. Gardenfors, 2014, 128f.). 
4. Objects are perceptually prior and primary with respect to regions; regions are 

perceived and discriminated as units of attention in virtue of their objecthood 

(Figure 1) (Scholl, 2001). 
5. Objects are primary with respect to their locations, but the uniqueness of an 

object is possible in virtue of its location (cp. also Scholl, 2001, 14). 

 

 
Figure 1. Units of attention (after Scholl, 2001, 14) 
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6. Events are also considered as objects (serving the role of either Figure or Ground), 

and only where it is necessary to distinguish between only spatial vs. only temporal 

readings, objects (in the narrower sense as a part of the spatial domain) can be 

contrasted with events (as a part of the temporal domain). In both cases, the relation 

between Figure and Ground holds. In general, the following regularities (Table 1) 

can be applied (cp. Wunderlich and Herweg, 1991, 760): 

 
Table 1. Localizations and types of Figure (F) relative to a Ground  

(G) for spatial and temporal objects 
 

Localization of F relative to a G 

Type of object F G 

spatial spatial object (or event) spatial object 

temporal event (or spatial object) event 

 
This, however, means that the Eigenplace function would be different for places and 

events. Instead of an Eigenplace function 
 

𝐸𝑖𝑔: 𝑂 × 𝑇 → 𝑅 
 

where O is a set of spatial objects, T – set of time intervals and R – set of spatial 

regions (places and paths), we would have another version for events 
 

𝐸𝑖𝑔𝑒: ℇ × 𝑇 → 𝑅 
 

where ℇ is a set of events, T – set of time intervals and 𝑅 a set of spatial regions (cp. 

Piñón, 1993). A crucial difference between Eigenplace with objects and Eingenplace 

with events is that we can never model the precise topology of events because each 

event has its own topology (if any at all) and eventually several topologies, whereas 

we can model precise topology of an Eigenplace with spatial objects. (For an 

alternative view concerning the application of topological relations to cognitive non-

spatial relations cp. Lewin, 1936.)1 
However, even when thinking of spatial objects, it is worth keeping in mind that 

spatial objects are transformed once they evolve in time (Jiang and Worboys, 2009). 
7. In general there are different kinds of objects (cp. Gärdenfors, 2014, 129, Lyons, 

1977, 442-445, Van Lambalgen and Hamm, 2005): 
(1) physical and spatial objects: they have a necessarily temporal embeddedness, 

and their locations are unique and their paths are continuous and connected 

trajectories; one and the same spatial object cannot be in two different places 

at the same time, 
(2) temporal objects (e.g., events): they have spatial constituents and they can 

also have sub-events; events can occur in several places at the same time (e.g., 

elections), 

                                                
1 Another tradition in considering events as objects is Davidsonian semantics (Pustejovsky, 2013, Davidson, 

1969, for a different version cp. also Kim, 1973), assuming that the argument structure of a predicate 

contains a first-order individual e, i.e., P(x1,,xn,e). Location of an event is a relation between the event 
variable e, and a location argument l, i.e., loc(e,l). 



226  Šķilters et al. 

 

(3) abstract objects (e.g., propositions, sets): they do not have direct spatial or 

temporal properties. 

 
d)  orientation or direction (determining the relation between Figure and 

Ground): left, right, under, above.  

 
e)  distance: near/close, far; here we assume a relational conception of distance 

consisting of two main operators. 

 
f)  additional determining factors (neither inherently geometric nor 

topological): 

a. Frames of reference: not a part of a geometrically-topological framework 

but determining (d) above (the relation between Figure and Gound); 
b. Manner of movement; 
c. Cause of movement. 

 

In a more general view, physical objects, events, shapes, and indeterminate regions 

are considered as first-order objects. Further, first-order objects can be classified 

according to different types – physical, temporal etc. 
From a technical point of view, the present framework is largely consistent with 

Cohn et al., 1997, Randell et al., 1992, Kontchakov et al., 2010, Galton, 2014, in the way 

that their sorts in the first-order sorted logic correspond to the basic primitives in the 

sense of the present paper, i.e., ‘regions’ correspond to the sort REGION, ‘objects’ 

(Figures and Grounds) correspond to the sort PhysObj. Sort NULL referring to spatially 

non-existent objects is not represented in the current approach. The further 

axiomatization is based on the Region Connection Calculus 8 (RCC-8) (Randell et al., 

1992) but enriched with several derived and non-derived relations. 

 

2.2. Basic topological and geometric non-functional relations 

 
Spatial objects (regions, paths, objects) are mutually situated in spatial relations that can 

be characterized topologically or geometrically. Below we describe the basic non-

functional topological and geometric relations and their properties. Non-functional 

relations mean that the differences based on spatial prominence (distinction between 

Figure and Ground), frequent interaction, experience and general knowledge are not 

included in this ontology. The basic topological and geometric non-functional relations 

are: 

1. Connectedness (C) between regions or objects which is the core relation underlying 

other spatial relations (cp. Cohn et al., 1997, Cohn et al., 1995; for topological 

interpretations: Galton, 2000, 82f.).2 
C(x,y): x connects to y 

                                                
2 For the predecessor of this conception cp. Randell et al., 1992, Clarke, 1981, Clarke, 1985; for a discussion of 

the connection relation in context of temporal relations see: Galton 2009. A prominent axiomatic framework 

assuming connection as a foundational relation is that of B.L. Clarke (1981, 205) arguing that individual 

variables are spatio-temporal regions bound by two-place predicate ‘connected with’. Informal idea about 
the foundational role of connectedness is also expressed by De Laguna (1922). 
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Connectedness is 

(1) Reflexive: ∀𝑥[𝐶(𝑥, 𝑥)]; 
(2) Symmetric: ∀𝑥∀𝑦[𝐶(𝑥, 𝑦) → 𝐶(𝑦, 𝑥)]. 
 

Distance between objects bound by C(x,y) is zero. 
If using a classical topological representation, we can define regions x and y as 

connected if their closures have at least one shared point: 

𝐶(𝑥, 𝑦) ≡𝑑𝑒𝑓 𝑐𝑙(𝑥) ∩ 𝑐𝑙(𝑦) ≠ ∅ 

 

In case of sets in ℝ𝑛 (sets in an n-dimensional vector space over real numbers) a set 

S is connected if between any two points of S there is a continuous path within S (Galton, 

2000, 147).3 In a wider sense, the primitive concept in our approach is a connection 

structure (ℛ, 𝐶) where ℛ is an arbitrary non-empty set of regions and 𝐶 a symmetric 

binary relation on ℛ. The idea of connection structure is based on Whitehead’s approach 

and further developed, made more precise by B.L. Clarke (Gerla, 1995) and enables to 

define inclusion ‘≤’ such that 

𝑥 ≤ 𝑦 ⇔ 𝐶(𝑥) ⊆ 𝐶(𝑦) 

 

Further, overlapping ‘𝚶’ is such that 

𝑥𝚶𝑦 ⇔ ∃ 𝑧 such that 𝑧 ≤ 𝑥 ∧ 𝑧 ≤ 𝑦 
 

Nontangential inclusion ‘≪’ would mean 

𝑥 ≪ 𝑦 ⇔ 𝐶(𝑥) ⊆ 𝚶(𝑦) 

 

such that for every 𝑧 ∈ 𝑅, 𝚶(𝑧) is 𝐶(𝑧).  

Apart from symmetry of connection relation (A1), the following axioms apply: 

there is no maximum for ⊆ (A2); for every x and y there is a z that is connected to x and 

y (A3); connection is reflexive (A4); 𝐶(𝑥) = 𝐶(𝑦)  ⟹  𝑥 = 𝑦 (A5); any region z 

contains regions x and y that are not connected (A6) (Gerla, 1995, 1020, 1022). 
According to RCC-8 (Figure 2) (Randell et al., 1992, Mani and Pustejovsky, 2012, 

31) and enriched by some further relations (Cohn et al., 1997)4 the following basic 

relations derived from C can be distinguished: 
 

2. Disconectedness (DC): Regions or objects A and B do not touch each other; A is 

disconnected from B; DC(A,B) or formally defined substituting A and B by the 

variables x and y 

𝐷𝐶(𝑥, 𝑦) ≡𝑑𝑒𝑓 ¬𝐶(𝑥, 𝑦) 

                                                
3 Strictly speaking when two regions are connected within RCC: (a) they share (at least) a common point, or 

(b) their closures share a common point, or (c) distance between both regions is zero (Dong, 2008, 321, 

Cohn and Varzi, 2003). A point in RCC can be regarded either as a region or a special case or sort of a 

region; in the latter case it would be a categorically different object than the region. A more detailed 
discussion is an issue of another study (but cp. Dong, 2008) but a simple version of the mentioned 

definitions could be paraphrased by replacing point with region. 
4 For a context cp. also Bennett and Düntsch, 2007, Galton, 2004, Cohn and Renz, 2008, for an extension with 

Boolean operators cp. Wolter and Zakharyaschev, 2000, Stell, 2000; for a version containing distance and 

size relations cp. Dong, 2008. Topological and size information is integrated also in the approach by 

Gerevini and Renz, 2002. Another extension with direction relations is provided by Dube, 2017, Cohn, Li, 
Liu and Renz, 2014. For a relation-algebraic approach to RCC cp. Düntsch, Wang and McCloskey, 2001. 
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A topological interpretation of 𝐷𝐶(𝑥, 𝑦) is 𝑐𝑙(𝑥) ∩ 𝑐𝑙(𝑦) = ∅ where 𝑐𝑙(𝑥) and 

𝑐𝑙(𝑦) are closed sets. 
 

3. Part (P): A region or object A is a part of a region or object B; P(A,B) or formally 

defined 

𝑃(𝑥, 𝑦) ≡𝑑𝑒𝑓 ∀𝑧[𝐶(𝑧, 𝑥) → 𝐶(𝑧, 𝑦)] 

 

Parthood is 

(1) Reflexive: 𝑃(𝑥, 𝑥), 

(2) Transitive: 𝑃(𝑥, 𝑦) ∧ 𝑃(𝑦, 𝑧) → 𝑃(𝑥, 𝑧). 5 
 

A topological interpretation of 𝑃(𝑥, 𝑦) is 𝑥 ⊆ 𝑦. 
An inverse version of P is also possible  

𝑃𝑖(𝑥, 𝑦) ≡𝑑𝑒𝑓 𝑃(𝑦, 𝑥) 

 

4. Proper part (PP): A region or object A is a proper part of a region or object B 

whereby B unambiguously includes A as its part; PP(A,B) or formally defined 

𝑃𝑃(𝑥, 𝑦) ≡𝑑𝑒𝑓 𝑃(𝑥, 𝑦) ∧ ¬𝑃(𝑦, 𝑥) 

 

A topological interpretation of 𝑃𝑃(𝑥, 𝑦) is 𝑥 ⊂ 𝑦. 
An inverse version of PP is also possible 

𝑃𝑃𝑖(𝑥, 𝑦) ≡𝑑𝑒𝑓 𝑃𝑃(𝑦, 𝑥) 

 

5. Overlap (O): A region or object A entirely overlaps with a region of object B: O(A,B) 

or formally defined 

𝑂(𝑥, 𝑦) ≡𝑑𝑒𝑓 ∃𝑧[𝑃(𝑧, 𝑥) ∧ 𝑃(𝑧, 𝑦)] 

 

A topological interpretation of 𝑂(𝑥, 𝑦) is 𝑥 ∩ 𝑦 ≠ ∅. 
 

6. External connectedness (EC): Regions or objects A and B touch each other at 

boundaries, i.e., are externally connected; EC(A,B) or formally defined 

𝐸𝐶(𝑥, 𝑦) ≡𝑑𝑒𝑓 𝐶(𝑥, 𝑦) ∧ ¬𝑂(𝑥, 𝑦) 

 

Two regions or objects that touch each other are also called adjacent (Tomko and 

Winter, 2013, 181). 

A topological interpretation of 𝐸𝐶(𝑥, 𝑦) is 𝜕𝑥 ∩ 𝜕𝑦 ≠ ∅ ∧ 𝑥 ∩ 𝑦 ≠ ∅, where 𝜕𝑥 

and 𝜕𝑦 are borders of regions x and y respectively. 

Alternatively if we indicate bounded regions, i.e., their interiors (𝑥𝑜, 𝑦𝑜), we can 

define EC as 𝑥 ∩ 𝑦 ≠ ∅ ∧ 𝑥𝑜 ∩ 𝑦𝑜 = ∅ (cp. also Li and Cohn, 2012). 
 

7. Partial overlap (PO): Regions or objects A and B partially overlap each other in 

space; PO(A,B) or formally defined 

𝑃𝑂(𝑥, 𝑦) ≡𝑑𝑒𝑓 𝑂(𝑥, 𝑦) ∧ ¬𝑃(𝑥, 𝑦) ∧ ¬𝑃(𝑦, 𝑥) 

 

                                                
5 According to the default interpretation we assume that these formulae are universally quantified; we are 

omitting universal quantifiers here and elsewhere for the sake of simplicity (cp. also Galton, 2014, 293.) 
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A topological interpretation of 𝑃𝑂(𝑥, 𝑦) is 𝑥 ∩ 𝑦 ≠ ∅ ∧ 𝑥 ⊈ 𝑦 ∧ 𝑦 ⊈ 𝑥. 

If bounded regions (their interiors are indicated) then PO is 𝑥𝑜 ∩ 𝑦𝑜 ≠ ∅ ∧ 𝑥 ⊈ 𝑦 ∧
𝑥 ⊉ 𝑦  (cp. also Li and Cohn, 2012). 
 

8. Equality (EQ): Regions or objects A and B occupy the same space (they are spatially 

identical); EQ(A,B) or formally defined 

𝐸𝑄(𝑥, 𝑦) ≡𝑑𝑒𝑓 𝑃(𝑥, 𝑦) ∧ 𝑃(𝑦, 𝑥) 

 

A topological interpretation of 𝐸𝑄(𝑥, 𝑦) is 𝑥 = 𝑦. 
 

9. Discreteness (DR): Regions or objects A and B are discrete from each other; DR(A,B) 

or formally defined 

𝐷𝑅(𝑥, 𝑦) ≡𝑑𝑒𝑓 ¬𝑂(𝑥, 𝑦) 

 

Discreteness can also be expressed as either disconnectedness or external 

connectedness, i.e., 

𝐷𝑅(𝑥, 𝑦) ≡𝑑𝑒𝑓 𝐸𝐶(𝑥, 𝑦) ∨ 𝐷𝐶(𝑥, 𝑦) 

 

10. Tangential proper part (TPP): Region or object A is inside the region or object B 

and A touches the boundary of B; TPP(A,B) or formally defined 

𝑇𝑃𝑃(𝑥, 𝑦) ≡𝑑𝑒𝑓 𝑃𝑃(𝑥, 𝑦) ∧ ∃𝑧[𝐸𝐶(𝑧, 𝑥) ∧ 𝐸𝐶(𝑧, 𝑦)] 

 

A topological interpretation of 𝑇𝑃𝑃(𝑥, 𝑦) is 𝑥 ⊂ 𝑦 ∧ 𝜕𝑥 ∩ 𝜕𝑦 ≠ ∅. 
If boundedness of regions and their interior parts are taken into account we can 

write 𝑥 ⊂ 𝑦 ∧ 𝑥 ⊄ 𝑦𝑜 where 𝑦𝑜 stands for bounded region (cp. also Li and Cohn, 2012). 
 

11. Non-tangential proper part (NTPP): Region or object A is inside the region or 

object B and does not touch the boundary of B; NTPP(A,B) or formally defined 

𝑁𝑇𝑃𝑃(𝑥, 𝑦) ≡𝑑𝑒𝑓 𝑃𝑃(𝑥, 𝑦) ∧ ¬∃𝑧[𝐸𝐶(𝑧, 𝑥) ∧ 𝐸𝐶(𝑧, 𝑦)] 

 

A topological interpretation of 𝑁𝑇𝑃𝑃(𝑥, 𝑦) is 𝑥 ⊂ 𝑦 ∧ 𝜕𝑥 ∩ 𝜕𝑦 = ∅. And 

interpretation where bounded / interior parts are taken into account 𝑥 ⊂ 𝑦𝑜(cp. also Li 

and Cohn, 2012). 
From TPP and NTPP directly derived relations that will not be further explored in 

this paper: 
(1) Tangential proper part inverse (TPPi): Region or object B is inside the region 

or object A and B touches the boundary of A. 
(2) Non-tangential proper part inverse (NTPPi): Region or object B is inside the 

region or object A and B does not touch the boundary of A. 
 

The Basic principles holding for relations 1-11 relate to symmetry. Most of the 

relations – C, DC, DR, O, PO, EC, EQ – are symmetric. The relations P, PP, TPP, and 

NTPP are not symmetric and can have an inverse interpretation (cp. Galton, 2009, 179). 
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Figure 2. Illustration of RCC-8 relations 

 
The so far described relations are basic topological relations respective to RCC-8. 

However they can be enriched. A useful relation for expressing everyday contexts is 

convex hull (conv) (Cohn et al., 1997, 287ff.; Cohn, 1995; Cohn et al., 1995, a critical 

discussion cp. Dong, 2008, 349f.). 
Convex hull of x is a function conv(x) that can be considered as a spatial primitive6 

referring to the smallest convex region that includes x. “A convex region can be defined 

as one having such a shape that a straight line joining any two points within the region 

does not go outside it. The convex hull of an arbitrary region is then the smallest convex 

region that contains it[.]” (Cohn et al., 1998, 8) 

𝑐𝑜𝑛𝑣(𝑥) ≡𝑑𝑒𝑓 𝐸𝑄(𝑥, 𝑐𝑜𝑛𝑣(𝑥)) 

 

which, in turn, means, e.g., that 

𝑇𝑃𝑃(𝑥, 𝑐𝑜𝑛𝑣(𝑥)); 

𝑃(𝑥, 𝑦) → 𝑃(𝑐𝑜𝑛𝑣(𝑥), 𝑐𝑜𝑛𝑣(𝑦)). 
 

The elementary properties of conv (cp. Galton, 2000, 182) are as follows: 

𝑥 ⊆ 𝑐𝑜𝑛𝑣(𝑥); 
𝑥 ⊆ 𝑦 → 𝑐𝑜𝑛𝑣(𝑥) ⊆ 𝑐𝑜𝑛𝑣(𝑦); 

𝑐𝑜𝑛𝑣(𝑥 ∩ 𝑦) ⊆ 𝑐𝑜𝑛𝑣(𝑥) ∩ 𝑐𝑜𝑛𝑣(𝑦); 

𝑐𝑜𝑛𝑣(𝑥) ∪ 𝑐𝑜𝑛𝑣(𝑦) ⊆ 𝑐𝑜𝑛𝑣(𝑥 ∪ 𝑦). 
 

Conv(x) enables to define regions that are entirely/partly inside or outside the 

convex hull of x but not overlapping x (Figure 3) (Cohn et al., 1997, 288, Randell et al., 

1992): 

 
(1) inside (inside) 

𝑖𝑛𝑠𝑖𝑑𝑒(𝑥, 𝑦) ≡𝑑𝑒𝑓 𝐷𝑅(𝑥, 𝑦) ∧ 𝑃(𝑥, 𝑐𝑜𝑛𝑣(𝑦)) 

or 

 𝑖𝑛𝑠𝑖𝑑𝑒(𝑥, 𝑦) ≡𝑑𝑒𝑓 ¬𝑃(𝑥, 𝑦) ∧ 𝑃(𝑥, 𝑐𝑜𝑛𝑣(𝑦)) (Cohn et al., 1995, 836) 

 

(2) partly inside (p_inside) 

𝑝_𝑖𝑛𝑠𝑖𝑑𝑒(𝑥, 𝑦) ≡𝑑𝑒𝑓 𝐷𝑅(𝑥, 𝑦) ∧ 𝑃𝑂(𝑥, 𝑐𝑜𝑛𝑣(𝑦)) 

or 

𝑝_𝑖𝑛𝑠𝑖𝑑𝑒(𝑥, 𝑦) ≡𝑑𝑒𝑓 ¬𝑃(𝑥, 𝑦) ∧ 𝑃𝑂(𝑥, 𝑐𝑜𝑛𝑣(𝑦)) ∧ ∃𝑤[𝑃(𝑤, 𝑐𝑜𝑛𝑣(𝑦)) ∧ ¬𝑃(𝑤, 𝑦) ∧

𝑃𝑂(𝑤, 𝑥)] (Cohn et al., 1995, 836) 

 

(3) outside (outside) 

𝑜𝑢𝑡𝑠𝑖𝑑𝑒(𝑥, 𝑦) ≡𝑑𝑒𝑓 𝐷𝑅(𝑥, 𝑐𝑜𝑛𝑣(𝑦)) 

                                                
6 Thus, the underlying formal theory contains two primitive relations C(x,y) and conv(x). 
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or 

𝑜𝑢𝑡𝑠𝑖𝑑𝑒(𝑥, 𝑦) ≡𝑑𝑒𝑓 ¬𝑃(𝑥, 𝑦) ∧ ¬∃𝑤[𝑃(𝑤, 𝑐𝑜𝑛𝑣(𝑦)) ∧ ¬𝑃(𝑤, 𝑦) ∧ 𝑃𝑂(𝑤, 𝑥)] (Cohn et 

al., 1995, 836). 

 

Also inverse relation of convexity can be formulated. 

 

 a)  b)  c)  
 

Figure 3. Regions that are a) entirely inside, b) partly inside and c) outside the convex hull 

 
In general, two interpretations of the relation inside(x,y) should be distinguished: a 

topological and geometrical (Randell et al., 1992): in the former case (top_inside) a 

region or an object is inside of another region or object if it is a proper part with an 

surrounding region or object, i.e., there is no cut through the surrounding region or body. 

In geometrical case (geo_inside) an object or a region is inside another but excluding the 

topological containment. 

Accordingly: 

𝑡𝑜𝑝_𝑖𝑛𝑠𝑖𝑑𝑒(𝑥, 𝑦) ≡𝑑𝑒𝑓 𝑖𝑛𝑠𝑖𝑑𝑒(𝑥, 𝑦) ∧ ∀𝑧[[𝑐𝑜𝑛𝑣(𝑧) ∧ 𝐶(𝑧, 𝑥) ∧ 𝐶(𝑧, 𝑜𝑢𝑡𝑠𝑖𝑑𝑒(𝑦)] →

𝑂(𝑧, 𝑦)]; 

𝑔𝑒o_i𝑛𝑠𝑖𝑑𝑒(𝑥, 𝑦) ≡𝑑𝑒𝑓 𝑖𝑛𝑠𝑖𝑑𝑒(𝑥, 𝑦) ∧ ¬𝑡𝑜p_i𝑛𝑠𝑖𝑑𝑒(𝑥, 𝑦). 

 

Thus, topological insideness (containment) has to be distinguished from 

geometrical insideness that contains convex hull relations as its subsets. In the latter 

case, relations referring to inside, partial inside and outside have to be distinguished. 
Keeping in mind the differences between geometric and topological containment, at 

least three geometrically and topologically distinct types can be distinguished (Figure 4) 

(Zwarts, 2017, 14): 
(1) topological enclosure where regions are related by TPP or NTPP (and 

accordingly the inverse relations). E.g., ‘Honey in a closed jar’, ‘A bug in an 

amber'; 
(2) convex geometrical enclosures where partial geometric enclosure 

(𝑝_𝑖𝑛𝑠𝑖𝑑𝑒(𝑥, 𝑦)) is the most prominent instance. E.g., ‘A flower in a vase’; 
(3) scattered geometric enclosure: enclosure is perceived without any topological 

connectedness or containment. E.g., ‘Birds in the trees’. 
 

The convexity relation enables to express configurations of inclusion (alternatively 

they can also be expressed in Wunderlich’s (1993, 124ff.) framework using the so-called 

focusing effects), where there is a partial inclusion (represented by 'in') of F in G and the 

verb expresses a supportive or holding function of G, whereby only a part of F is in 

functional interaction with G and is thus highlighted. But the whole spatial configuration 
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in these cases can be plausibly expressed using convexity relation. Convexity regions 

frequently contain regions of functional interaction. E.g., ‘The pipe (F) held in the mouth 

(G)’, ‘The stick (F) held in the hand (G)’. 

 

a)  b)  c)  
 

 

Figure 4. Three types of ‘in’ in RCC: a) total topological enclosure, b) partial geometric 

enclosure, and c) scattered geometric enclosure (after Zwarts, 2017, 14) 

 
Finally, a relation that can be expressed in applying and combining (1)-(11) 

relations is betweenness (Betw). Object or region B is between A and C if it is also 

between C and A (Miller and Johnson-Laird, 1976, 61), i.e., 𝐵𝑒𝑡𝑤(𝐴, 𝐵, 𝐶) ↔
𝐵𝑒𝑡𝑤(𝐶, 𝐵, 𝐴). 

3. Eigenplace function 
 
As argued before, Eigenplace is a universal and default relation that holds in all spatial 

relations covering static, locational and dynamic, directional configurations, meaning 

that all objects (together with temporal segments) are mapped to spatial regions. If the 

temporal dimension is added then we might define: Every object in time is located in a 

concrete place (in relation with other objects and within the ontology that we are 

proposing) and there are no two objects occupying the same place at the same time. If O 

is a set of arbitrary objects, T is a set of time intervals and R is a set of regions (exact 

locations in, e.g., a coordinate system), then the simplest versions of the Eigenplace 

function are: 

𝐸𝑖𝑔: 𝑂 → 𝑅 

𝐸𝑖𝑔𝑡: 𝑂 × 𝑇 → 𝑅 
 

Accordingly, an atemporal and a temporal version of Eigenplace have to be 

distinguished. 
The idea of Eigenplace corresponds also to the fundamental principle in geography 

that there are no two discrete things that occupy the same region in space at the same 

time (cp. Golledge, 1992, 205). 
In what follows we will, first, explore a more restrictive analysis of spatial 

prepositional relations and their Eigenplace mappings and then move on to a more 

general approach to Eigenplace relations. 
In combining relative and absolute representations we can write 

𝐸𝑖𝑔: 𝑂 → 𝑅𝐶𝐴𝑅𝑇 
 

meaning that a set of objects (O) are always located in concrete place (𝑅𝐶𝐴𝑅𝑇) on a 

Cartesian plane (although other kinds of coordinate representations are possible). 
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If we assume that spatial objects are linked to concrete temporal units (T), either 

points or intervals, 

𝐸𝑖𝑔: 𝑂 × 𝑇 → 𝑅𝐶𝐴𝑅𝑇 
 

further we assume that 

𝑟1, … , 𝑟𝑛 ∈ 𝑅𝐶𝐴𝑅𝑇 

𝑜1, . . , 𝑜𝑛 ∈ 𝑂: 𝑂 ≠ ∅ 

𝑡1, . . , 𝑡𝑛 ∈ 𝑇 
 

if Rel is a subset of spatial relations (RCC extended with some geometric and functional 

primitives) then 

𝐸𝑖𝑔: ⟨𝑅𝑒𝑙, 𝑜1, … , 𝑜𝑛⟩ × 𝑡𝑖 → 𝑟𝑗 

 

What are canonical options for the ways in which objects can occupy regions in 

space? According to Galton (2000, 168-170), if o is an object and r – a region, there are 

several sets of possible relations: 

1. o and r are congruent (r is a possible value of o): DC, EC, PO, EQ 

2. o just fits into r: DC, EC, PO, TPP 

3. o covers r: DC, EC, PO, TPPi 

4. o can fit right inside r: DC, EC, PO, TPP, NTPP 

5. o covers more than r: DC, EC, PO, TPPi, NTPPi 

6. o and r are incommensurate (none of above relations holds): DC, EC, PO 
 

We might express our framework in terms of Galton (2000) by writing 

𝑅𝑒𝑙(𝐸𝑖𝑔(𝑎), 𝐸𝑖𝑔(𝑏)) where Rel is a spatial relation and Eig are Eigenplace of Figure (a) 

or Ground (b). E.g., 𝐷𝐶(𝐸𝑖𝑔(𝑎), 𝐸𝑖𝑔(𝑏)), to denote an object a that is outside of another 

object b; further DC – disconnectedness relation and Eig – the Eigenplace function 

mapping each object to a concrete place. 
In general 

𝑅𝑒𝑙(𝐸𝑖𝑔(𝑎), 𝐸𝑖𝑔(𝑏)) 
 

where 𝑅𝑒𝑙 is one of the canonical RCC relations (except EQ). This means that an object 

a stands in a certain relation to another object b if the position of a stands in this relation 

to the position of object b (Galton, 2000, 168). In total, it means 

𝑅𝑒𝑙(𝐸𝑖𝑔(𝑜1), … , 𝐸𝑖𝑔(𝑜𝑛)) ⟺ 𝑅𝑒𝑙(𝑜1, … , 𝑜𝑛) → 𝑟𝑗 

 

As for the relation EQ, we might write 

𝐸𝑄(𝑜, 𝑟): 𝑜 × 𝑡 → 𝑟 

 

where o is an arbitrary object, t – a time and r – a region (place), which is in turn 

equivalent to the canonical Eigenplace relation. 
To sum up so far, the general schema of the Eigenplace function is 

ℛ(𝑜1, … , 𝑜𝑛:𝑛>1) × 𝑡𝑖 → 𝑟𝑗 

 

where 𝑜1 , … , 𝑜𝑛 are arbitrary objects and 𝑡𝑖 time intervals, and 𝑟𝑗 the corresponding 

region in real (e.g., Cartesian) space; ℛ is any arbitrary spatio-temporal relation. To put 

it more precisely – spatial relations between objects in time occupy a particular region in 
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coordinate space 

⟨ℛ, 𝑜1 , … , 𝑜𝑛:𝑛>1⟩ × 𝑇 → 𝑅 
 

Different spatial relations 𝑅1
𝑠 and 𝑅2

𝑠 between the same set of objects occur either in 

the same or different temporal intervals and different locations in coordinate space 

⟨𝑅1
𝑠, 𝑜1, … , 𝑜𝑛:𝑛>1⟩ × 𝑡𝑖 → 𝑟1 

⟨𝑅2
𝑠 , 𝑜1, … , 𝑜𝑛:𝑛>1⟩ × 𝑡𝑗 → 𝑟2 

 

It should be kept in mind that spatial relations ⟨𝑅1
𝑠, … , 𝑅𝑛

𝑠 ⟩ are ordered with respect 

to canonical RCC relations and generalized relations in such a way that 𝑅𝑒𝑙 ⊂ 𝑅𝑆 ⊆ ℛ. 

Another subset of relations is temporal relations 𝑅𝑡  such that 𝑅𝑡 ⊆ ℛ. We assume 

that 𝑅𝑡operate on the set of temporal intervals and we also assume that 𝑅𝑡 are Allen 

interval relations (Allen, 1983) such that a temporal structure is ⟨𝑅𝑡 , 𝑡1, … , 𝑡𝑗:𝑗>1⟩. 

4. Classical approaches: Eigenplace in prepositions and Figure-

Ground roles  
 
In a narrower sense, an Eigenplace function is an intuitively plausible and formally clear 

approach to the analysis of relations between Figure and Ground (Wunderlich, 1991, 

597, Asbury et al., 2008, 12, Zwarts, 1997, Svenonius, 2010, Mador-Haim and Winter, 

2015) yielding for every “object or event the place it occupies (its ‘Eigenplace’), which 

is some region” (Wunderlich, 1991, 597). Eigenplace functions are related so that every 

object is mapped to a particular place in space and all objects are directly or indirectly 

related in space. 
Classically D. Wunderlich provides a general scheme holding for all spatial 

configurations and particular schemes describing some specific configurations. A 

general scheme for prepositional information says that 
〈𝐹, 𝐺〉 ∈ ⟦𝑃𝑟𝑒𝑝⟧ iff  𝐸𝑖𝑔[𝐹] ⊆ 𝑅𝑃𝑟𝑒𝑝[𝐺] 

 

where F and G are Figure and Ground, Prep is a spatial preposition or other spatial 

expression,  𝑅𝑃𝑟𝑒𝑝 is a neighbourhood function for the preposition Prep, and 𝐸𝑖𝑔 is the 

Eigenplace function.  

The important assumption by Wunderlich is that F-objects and G-objects are paired 

only indirectly in using the neighbourhood region of G (Wunderlich, 1991, 598). The 

neighborhood region of G (search domain) is sensitive to perceptual, geometrical, 

reference frame and functional properties, whereas the properties of F determine whether 

F can be included in the neighborhood region of G, i.e., 𝑅[𝐺]. 
If a function INT[G] yields a set of regions internal to the Ground, then the ‘in’ 

location is 
〈𝐹, 𝐺〉 ∈ ⟦𝑖𝑛⟧ iff 𝐸𝑖𝑔[𝐹] ⊆ 𝐼𝑁𝑇[𝐺] 

 

The Eigenplace function complemented with some other basic functions – such as 

EXT[G] (referring to regions external to G), PROX[G] (referring to regions in the 

proximity of G) and additional markers such as axis-orientation ±𝑉𝐸𝑅𝑇 – allow one to 

represent other spatial relations as well. E.g., 
〈𝐹, 𝐺〉 ∈ ⟦𝑢𝑛𝑑𝑒𝑟⟧ iff  𝐸𝑖𝑔[𝐹] ⊆ 𝐸𝑋𝑇[𝐺, −𝑉𝐸𝑅𝑇]. 
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Wunderlich also introduces a predicate LOC(x,r), meaning that an object x is 

located in a region r and, thus, in fact, fulfills the role of Eigenplace function; and in a 

more general schema 𝐿𝑂𝐶(𝐹, 𝑟[𝐺]), with the meaning that F is located in the region r 

with respect to G (Wunderlich, 1991, 598, Wunderlich, 1993, 113, cp. also Zwarts, 1997, 

60f. for a different framework). The basic truth condition here is: 
𝐿𝑂𝐶(𝐹, 𝑟) is true iff 𝐿[𝑥] ⊆ 𝑟 

 

where L is the Eigenplace of x (place occupied by x) and ‘⊆’ spatial containment 

(Wunderlich, 1993, 114).  

Practically, this makes it possible to express Eigenplace-relations within a lambda-

formalism: 
〈𝐹, 𝐺〉 ∈ ⟦𝑢𝑛𝑑𝑒𝑟⟧ iff  𝐸𝑖𝑔[𝐹] ⊆ 𝐸𝑋𝑇[𝐺, −𝑉𝐸𝑅𝑇] is identical to 

𝜆𝐺𝜆𝐹 𝐿𝑂𝐶(𝐹, 𝐸𝑋𝑇[𝐺, −𝑉𝐸𝑅𝑇]) and  

〈𝐹, 𝐺〉 ∈ ⟦𝑖𝑛⟧ iff  𝐸𝑖𝑔[𝐹] ⊆ 𝐼𝑁𝑇[𝐺] is identical to  

𝜆𝐺𝜆𝐹 𝐿𝑂𝐶(𝐹, 𝐼𝑁𝑇[𝐺]) 
 

Accordingly, the general scheme is 

𝜆𝐺𝜆𝐹 (𝐿𝑂𝐶(𝐹, 𝑟[𝐺]) ∧ 𝒞(𝐹, 𝐺)) 

 

where 𝒞 refers to additional constraints (e.g., relations of contact, intersection, 

enclosure) (Wunderlich, 1991, 599, Wunderlich, 1993, 114). 
Within this framework the formal representation of basic locational prepositions 

can be described as follows (Wunderlich, 1993, 113): 

 
‘in’  𝜆𝐺𝜆𝐹 𝐿𝑂𝐶(𝐹, 𝐼𝑁𝑇[𝐺]) 

‘by’ 𝜆𝐺𝜆𝐹 𝐿𝑂𝐶(𝐹, 𝐸𝑋𝑇[𝐺]) 
‘over’ 𝜆𝐺𝜆𝐹 𝐿𝑂𝐶(𝐹, 𝐸𝑋𝑇[𝐺, +𝑉𝐸𝑅𝑇]) 

‘under’ 𝜆𝐺𝜆𝐹 𝐿𝑂𝐶(𝐹, 𝐸𝑋𝑇[𝐺, −𝑉𝐸𝑅𝑇]) 

‘in front of’ 𝜆𝐺𝜆𝐹 𝐿𝑂𝐶(𝐹, 𝐸𝑋𝑇[𝐺, +𝑜𝑏𝑠]) 

‘behind’ 𝜆𝐺𝜆𝐹 𝐿𝑂𝐶(𝐹, 𝐸𝑋𝑇[𝐺, −𝑜𝑏𝑠]) 
 

where ‘obs’ means dependence on observer axis: ‘+𝑜𝑏𝑠’ directed toward the observer 

and ‘−𝑜𝑏𝑠’ directed away from the observer. 
In some path-expressions Wunderlich adds a dimension parameter D[F] that is 

relative to the movement of the figure on a path and also additional relations – ENCL (to 

enclose G), INTERSEC (to intersect G), to be parallel to the maximal axis of G (PARAL; 

MAX). The EXT and INT are defined as 𝐸𝑋𝑇 = 𝑝𝑟𝑜𝑥𝑖𝑚𝑎𝑙_𝑒𝑥𝑡𝑒𝑟𝑖𝑜𝑟_𝑜𝑓 and 𝐼𝑁𝑇 =
𝑖𝑛𝑡𝑒𝑟𝑖𝑜𝑟_𝑜𝑓, and 𝑃𝑅𝑂𝑋 = 𝐸𝑋𝑇 ∪ 𝐼𝑁𝑇 (Wunderlich, 1993, 115-118). These relations 

allow to model such basic locational prepositions as: 

‘around’ 𝜆𝐺𝜆𝐹 𝐿𝑂𝐶((𝐹, 𝐸𝑋𝑇[𝐺]) ∧ 𝐸𝑁𝐶𝐿(𝐷[𝐹], 𝐺)) 
‘through’ 𝜆𝐺𝜆𝐹 𝐿𝑂𝐶((𝐹, 𝐼𝑁𝑇[𝐺]) ∧ 𝐼𝑁𝑇𝐸𝑅𝑆𝐸𝐶(𝐷[𝐹], 𝐺)) 

‘along’𝜆𝐺𝜆𝐹 𝐿𝑂𝐶((𝐹, 𝑃𝑅𝑂𝑋[𝐺]) ∧ 𝑃𝐴𝑅𝐴𝐿(𝐷[𝐹], 𝑀𝐴𝑋[𝐺])) 
 

A further important property is that all objects are located relative to other objects, 

i.e., every object has a neighborhood of other objects. If O is a set of objects, T – set of 

time intervals and R – set of regions then there is a family 𝑈𝑗 of neighborhood-functions:  

𝑈𝑗 = {𝑢𝑗: 𝑂 × 𝑇 → 𝑅}, 𝑗 ∈ 𝑁 
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where 𝑢𝑗(𝑎, 𝑡) is a special (concrete) neighborhood of an object a at time t. Object b can 

be localized relative to a according to a neighborhood-function 𝑢𝑗 such that 

𝑝(𝑏, 𝑡) ⊑ 𝑢𝑗(𝑎, 𝑡) 

 

where ⊑ is a spatial part-of-relation. According to 𝑝(𝑏, 𝑡) ⊑ 𝑢𝑗(𝑎, 𝑡) we can say that the 

place of object b is a part of the j-neighborhood of the object a (cp. Wunderlich and 

Herweg, 1991, 759, 760). Usually the object b serves the role of focal object (Figure), 

whereas a is the reference object (Ground) that enables the localization of b, i.e., 

𝑝(𝐹, 𝑡) ⊑ 𝑢𝑗(𝐺, 𝑡). 

In a more abstract way according to Wunderlich and Herweg (1991, 772f.) we can 

introduce a general localization relation LOC and, thus, the relations between every two 

spatial objects can be expressed as either 

𝜆𝑥𝜆𝑦 𝐿𝑂𝐶(𝑥, 𝑢𝑗(𝑦)) or 

𝜆𝑥𝜆𝑦 𝐿𝑂𝐶[𝑝(𝑥) ⊑ 𝑢𝑗(𝑦)] 

 

where 𝐿𝑂𝐶(𝑥, 𝑅) is a general localization relation with the meaning that the place of an 

individual x is a spatial part of a spatial region R; 𝑈𝑗 is a family of functions 𝑢𝑗 assigning 

certain neighborhoods to individuals and p is a localization function assigning places to 

individuals. According to Wunderlich and Herweg, the neighborhood relation 𝑈𝑗 

contains specific differences between spatial relations between objects (in our case, the 

specific differences are expressed using basic topological and geometric non-functional 

relations together with orientation and distance primitives. E.g., the meaning of a spatial 

preposition ‘on’ can be expressed 

𝑂𝑁(𝑥, 𝑦) ↔ 𝐿𝑂𝐶(𝑥, 𝑂𝑁∗(𝑦)) 
 

where 𝑂𝑁∗ is a specific neighborhood function characterizing ‘on’. More generally 

𝜆𝑦, 𝜆𝑥, 𝐿𝑂𝐶(𝑥, 𝑂𝑁∗(𝑦)) 

 

or, using the Figure and Ground distinction, 

𝜆𝑦, 𝜆𝑥, 𝐿𝑂𝐶(𝐹, 𝑂𝑁∗(𝐺)) 

 

Thus, the meaning of a spatial preposition is a localization relation between objects 

(in the case of the current approach, Figure and Ground objects). According to 

Wunderlich and Herweg (1991, 777), the core pattern of all locative prepositions is the 

following scheme:  

𝜆𝑦, 𝜆𝑥, 𝐿𝑂𝐶(𝑥, 𝑃𝑅𝐸𝑃∗(𝑦)) 

 

where x is the Figure and y the Ground, and 𝑃𝑅𝐸𝑃∗ is a characteristic neighborhood 

function of a y that distinguishes a preposition. E.g.,  

𝜆𝑦, 𝜆𝑥, 𝐿𝑂𝐶(𝑥, 𝐼𝑁∗(𝑦)) 

 

is a general and schematic formal representation of the meaning of the preposition ‘in’. 

The background intuition of 𝐿𝑂𝐶(𝑥, 𝐼𝑁∗(𝑦)) is that there is a region 𝐼𝑁∗(𝑦) that enables 

the localization of x. I.e., not just the Ground but also a special configurational part 

(characterized by IN*) of it enables one to locate the Figure. The localization of the 

Figure (mapped to a spatial region) is enabled only by localization of a Ground (that is 

also mapped to a spatial region and in this case specified by a particular preposition, 
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𝑃𝑅𝐸𝑃∗(𝑦)) (Wunderlich and Herweg, 1991, 777).  

A slightly different representation involving observer-induced axis (d) is the case of 

dimensional prepositions (e.g., describing the area ‘in front of’) (Wunderlich and 

Herweg, 1991, 778f.): e.g., 

𝐵𝐸𝑉𝑂𝑅(𝑥, 𝑦, 𝑑) ↔ 𝐿𝑂𝐶(𝑥, 𝐵𝐸𝑉𝑂𝑅∗(𝑦, 𝑑)) 

 
Thus, in general, objects – in accordance with the Eigenplace function – are always 

mapped on spatial regions and are related to each other.  In certain cases additional 

constraints (e.g., based on functional knowledge) have to be applied 𝒞(𝑥, 𝑦) 

(Wunderlich and Herweg, 1991, 777).7 Such relations can be expressed in the framework 

of an Eigenplace relation 

𝜊 × 𝜏 → 𝓇 

 

where 𝜊 is a type of object, 𝜏 – a type of time intervals and  𝓇 – a type of spatially 

extended concrete regions (concrete regions in space). 𝑏1, … , 𝑏𝑛 , 𝑒1, … , 𝑒𝑛 , 𝑟1, … , 𝑟𝑛 ∈ 𝜊, 

where 𝑏1, … , 𝑏𝑛 is a set of physical objects (e.g., cups, tables, houses), 𝑒1, … , 𝑒𝑛is a set of 

events (e.g., birthday celebration, meeting) and 𝑟1, … , 𝑟𝑛 is the set of regions that are not 

linked to a concrete spatial area (locationally indeterminate shapes, contours). E.g., 

‘Celebration party (event) was in the residential area (locationally indeterminate region) 

in front of the city council building (physical object)’. Paths are also a subset of region 

types 𝑃1, … , 𝑃𝑛 ∈ 𝓇 and 𝑡1, … , 𝑡1 ∈ 𝜏. 
A more robust formulation (involving also time intervals) of an Eigenplace 

function (called Lokalisierungsfunktion p) is provided by Wunderlich and Herweg 

(1991, 758): every object in a time interval occupies a region in space: 

𝑝: 𝑂 × 𝑇 → 𝑅 

 

where O is a set of objects  (whereby also events can be considered as objects; the 

difference is, however, that in the case of events there are no clear topological relations 

like in the case of physical objects), T – a set of time intervals and R – a set of regions 

and p is a certain place. This means that every place (i.e., p(o,t)) is a region that is 

occupied by an object o at time t. 
This formulation of the Eigenplace function corresponds to the loc’ function by 

Kracht (2008, 40, 2002, 179, cp. also Piñón, 1993):  

𝑙𝑜𝑐′: 𝑒 × 𝜏 → 𝑟 

 

where e denotes a type of object, 𝜏 - type of time-points and 𝑟 – type of regions. 

Function  loc’ generates a product of an object and a time point, and returns the region 

the object occupies at this time. 
In expressions of directional spatial relations Eigenplace function refers to the 

sequential order of times and regions. According to Wunderlich and Herweg (1991), 

there is a path-function (Wegfunktion w): 

𝑤: 𝑂 × 𝑆𝑒𝑞𝑇 → 𝑆𝑒𝑞𝑅 

 

where O is a set of objects, T – a set of time intervals, R – a set of regions, and Seq – a 

sequence relation of time intervals or regions; 𝑎, 𝑡𝑖 is a region occupied at a certain time 

                                                
7 To distinguish from the relation connect, a slightly different symbol is used; initially Wunderlich and Herweg 

(1991,777) use C(x,y). 
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𝑡𝑖, where 0 ≤ 𝑖 ≤ 1. Accordingly 𝑎, 𝑡0 is the region at the beginning of a path and 𝑎, 𝑡1is 

a region occupied by an object at the end of a path (cp. Wunderlich and Herweg, 1991, 

759, for an analysis of Eigenplace functions in vector space semantics cp. Zwarts and 

Winter, 2000, 175ff.). A general representation of paths in Eigenplace terms 

(corresponding to the Wegfunktion 𝑤 by Wunderlich and Herrweg, 1991) is:  

𝑃𝑎𝑡ℎ_𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛: 𝜊 × 𝑆𝑒𝑞 𝜏 → 𝑆𝑒𝑞 𝓇 

 

To formalize this idea in terms consistent in the current approach: If A and B are 

objects or regions, REL is a subset of an extended version of RCC (including additional 

geometric features that are described before), and 𝜏 – a type of time intervals and  𝓇 – a 

type of spatially extended concrete regions (concrete regions in space), then the spatially 

extended path referred to by A and B at a certain time is 

𝑅𝐸𝐿(𝐴, 𝐵) × 𝑆𝑒𝑞𝜏 → 𝑆𝑒𝑞𝓇 
 

such that ⟨𝑡1, … , 𝑡𝑛⟩ ∈ 𝜏, (𝑃1, … , 𝑃𝑛) ∈ 𝑆𝑒𝑞𝓇. 

5. Remarks on time in Eigenplace 
 
Let us assume time as consisting of intervals.8 Intervals are linearly ordered and their 

relations can be constrained as discrete, dense, continuous, bounded or unbounded in 

each direction (Bennett and Galton, 2004, 16). A general temporal ordering is a History 

structure 

ℋ = ⟨𝑆, 𝑇, ≺, 𝐻⟩ 
 

where S is a set of states in the world: 𝑠1, … , 𝑠𝑛. Further we assume that S is a relational 

structure consisting of at least extended RCC. T is a set of time intervals (or points): 

𝑡1, … , 𝑡𝑛; ≺ is irreflexive linear order on T (dense, discrete or continuous). H is a set of 

histories ℎ1, … , ℎ𝑛 , i.e., functions from T to S: 

𝐻: 𝑇 → 𝑆 

 

such that ℎ1: 𝑡1 → 𝑠1 ,…, ℎ𝑛: 𝑡𝑛 → 𝑠𝑛. 
We assume some additional functions to describe terminal parts of intervals: 

𝑏𝑒𝑔(𝑡𝑖) and 𝑒𝑛𝑑(𝑡𝑖) are functions referring to the beginning and end of an interval 𝑡𝑖. 
Further, we agree with Bennett and Galton (2004) and assume a truth functional 

meaning: ⟦𝛼⟧ℎ,𝑡
𝒜  , i.e., denotation of expression 𝛼 at an index ⟨ℎ, 𝑡⟩ and according to the 

assignment 𝒜 determining the values of non-logical constants: e.g. a set of all 

assignments for which an expression 𝜑 is true, i.e., a truth set TS (Bennett and Galton, 

2004, 27f.):  

⟦𝜑⟧𝑇𝑆 = {⟨𝒜, ℎ, 𝑡⟩|⟦𝜑⟧ℎ,𝑡
𝒜 = 𝑡} 

 
Events consist of intervals and relate to event types. One and the same event type 

can refer to several events.  Intervals 𝛿1, … , 𝛿𝑛 satisfy the event sequence 𝑒1, … , 𝑒𝑛 but 

then 𝛿1, … , 𝛿𝑛 has to satisfy the sequence of event types 𝑒1
∗, … , 𝑒𝑛

∗  such that 𝑒𝑖
∗ ⊆ 𝑒𝑖 

                                                
8 We assume that points in both spatial and temporal senses are rather abstractions and special cases than actual 

parts of the perceivable world, therefore preferring non-atomistic intervals and regions and the basic 

constituents. 
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(Bennett and Galton, 2004, 42). 

Next we would like to describe the Eigenplace of an event (cp. Pustejovsky, 2013): 

If an event is a structured object ℰ where a relation R applies at time t, we can write 

⟨𝑅, 𝑜1 , … , 𝑜𝑛 , 𝑡⟩, then the localization of an object in an event is 𝑙𝑜𝑐(𝑜, 𝑡) = 𝑟𝑜. An event 

with its object localizations is ⟨𝑅, 𝑜1, … , 𝑜𝑛 , 𝑟𝑜1, … , 𝑟𝑜𝑛 , 𝑡⟩, where 𝑟𝑜1, … , 𝑟𝑜𝑛 are object 

locations in space.  

Normally spatial objects are transformed in time (there is even an approach 

assuming that events specified via the changes in topological structure are called 

topological events (Jiang and Worboys, 2009, 34)).   

6. Representing vagueness and uncertainty in spatial reasoning 
 
Sometimes we lack the necessary information to determine a spatial location and 

sometimes spatial objects are inherently vague (e.g., hills, swamps). When dealing with 

spatial uncertainty or vagueness, it has to be kept in mind that although every spatial 

object (also vague) has some precise extension in real world (although we do not know it 

or cannot adequately represent it), we still can use relational information to narrow down 

the area where the object can be located. We can frequently relationally specify an area 

where some objects are to be located. This area is a region, or relational structure 

referring to a concrete extension in the real world.  

One way for dealing with vague and uncertain spatial information consistently with 

RCC-based formalisms is to use an anchoring relation9 as defined by Galton and Hood 

(Galton and Hood, 2005, Hood and Galton, 2006, Hood, 2007, for recent applications 

see: Vasardani et al, 2017, Chen et al., 2017, for an approach in formalization of 

common sense reasoning of containment in case of incomplete information: Davis et al., 

2017; alternative approaches on approximate reasoning in RCC5 and RCC8: Bittner and 

Stell, 2000).  

Anchoring relations enable one to define areas based on what is known instead of 

specifying a precise location (which is frequently impossible because of a lack of 

information). Further, there are at least two ways in which spatial information can be 

indeterminate: (a) the spatial object we are dealing with might be vague (i.e., we cannot 

define a precise border for it; e.g., hills, forests are instances of spatial objects where 

they might gradually cease to exist or transform into other spatial objects), (b) spatial 

information can be uncertain, i.e., we might not have enough knowledge to describe the 

object (see Hood and Galton, 2006, Hood, 2007). 
 According to this approach we can refer to a known area that in turn includes a 

region that is indefinite within this area. E.g., we know that an accident occurred in an 

area where two districts intersect (and if Distr stands for a district and t for time interval 

and r for a concrete region in real world) then: 

𝑃𝑂(𝐷𝑖𝑠𝑡𝑟1, 𝐷𝑖𝑠𝑡𝑟2) × 𝑡𝑖 → 𝑟𝑎 

 

However, the exact location of the accident 𝐴𝑐𝑐𝑖𝑑𝑒𝑛𝑡(𝑟𝑏) within 𝑟𝑎 is not known. 

If 𝑟𝑏 ⊂ 𝑟𝑎 and if it is known that it occurred somewhere in front of two houses we can 

write:  

𝐼𝑁_𝐹𝑅𝑂𝑁𝑇_𝑂𝐹(𝐴𝑐𝑐𝑖𝑑𝑒𝑛𝑡, 𝐷𝐶(𝐻𝑜𝑢𝑠𝑒1, 𝐻𝑜𝑢𝑠𝑒2)) × 𝑡𝑖 → 𝑟𝑏 

                                                
9 The anchoring relation basically corresponds to the Eigenplace relation. 
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However, we do not know the exact coordinates of 𝑟𝑏. (This is the reason why we write 

𝑟𝑏
𝑉 or 𝑟𝑎

𝑉 to indicate that 𝑟𝑎 or 𝑟𝑏 is vague in epistemic terms.  I.e., 

𝐼𝑁_𝐹𝑅𝑂𝑁𝑇_𝑂𝐹(𝐴𝑐𝑐𝑖𝑑𝑒𝑛𝑡, 𝐷𝐶(𝐻𝑜𝑢𝑠𝑒1, 𝐻𝑜𝑢𝑠𝑒2)) × 𝑡𝑖 → 𝑟𝑏
𝑉) 

 
The idea behind the anchoring approach is that there are two different spatial 

structures: 
a. information space – information regarding spatial objects, locations and their 

relations to each other. Information space is expressed in a relational language 

(i.e., language that is sufficiently rich to allow expressing spatial relations). 

Information space also contains non-spatial information (e.g., temporal, 

emotional, social). 
b. precise space – consisting of exact locations of objects as expressed in a 

numerical coordinate system (e.g., Cartesian system). Exact space corresponds 

to an extensional point set topology in a coordinate system. 
 

Information space and precise space are related by mapping information space to 

precise space in a way that allows more than one type of relation in information space to 

correspond to one and only one region in precise space. There are several different ways 

in which objects in information space can be linked to precise space. 
If R is a spatial relation (e.g., one of the extended RCC relations) applying to a set 

of objects 𝑜1, … , 𝑜𝑛, ℭ – precise space (e.g., Cartesian coordinate space) and 𝑟𝑘 – a 

region of it (such that 𝑟𝑘 ∈ ℭ) then 

𝑅(𝑜1, … , 𝑜𝑛) × 𝑡𝑖 → 𝑟𝑘 
 

Possibilities of anchoring according to Galton and Hood, 2005; Hood and Galton, 

2006; if 𝑜1, … , 𝑜𝑛 ∈ 𝑂 and 𝑟𝑘 ∈ ℭ are:  

An object 𝑜𝑖  is anchored in 𝑟𝑘 means that 𝑜𝑖  is located within/inside 𝑟𝑘; 
An object 𝑜𝑖  is anchored over 𝑟𝑘 means that  𝑟𝑘 falls within the location of 𝑜𝑖  (the 

location of object 𝑜𝑖  contains the whole 𝑟𝑘); 

An object 𝑜𝑖  is anchored outside 𝑟𝑘 means that there is no part of 𝑜𝑖  that is located inside 

of 𝑟𝑘; 

An object 𝑜𝑖  is anchored alongside 𝑟𝑘 means that 𝑜𝑖  abuts 𝑟𝑘. 
 

These anchoring relations 𝔸(𝑂, ℭ) are relating sets of objects (O) in relational space 

with sets of locations (exact regions) in precise space ℭ. The intuition behind this is that 

objects are always located in precise regions even if we do not know exact location.  

The idea of anchoring is plausible since we usually talk about objects relationally 

and use vague and uncertain concepts even though objects do have exact locations (even 

if we do not know them, which is usually the case). Assuming 𝑟𝑗 , 𝑟𝑘 ∈ ℭ and 𝑜𝑖 , 𝑜𝑗 ∈ 𝑂, 

and loc is a function denoting the location of an object (𝑙𝑜𝑐 ∈ 𝔸), we can say according 

to Hood and Galton (2006) that two constraints apply to anchoring: 
(1) if an object is anchored over a region then this region is a part of any region this 

object is anchored in 

(𝑖𝑛, 𝑟𝑗) ∈ 𝑙𝑜𝑐(𝑜𝑖) ∧ (𝑜𝑣𝑒𝑟, 𝑟𝑘) ∈ 𝑙𝑜𝑐(𝑜𝑖) → 𝑟𝑘 ⊆ 𝑟𝑗 and  

(2) there are no two regions in which an object is anchored such that they are 

disjoint 

(𝑖𝑛, 𝑟𝑗) ∈ 𝑙𝑜𝑐(𝑜𝑖) ∧ (𝑖𝑛, 𝑟𝑘) ∈ 𝑙𝑜𝑐(𝑜𝑖) → 𝑟𝑘 ∩ 𝑟𝑗 ≠ ∅ 
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An approach where anchoring is applied to the analysis of preposition ‘at’ is 

provided by Vasardani et al., (2017). Imagine the utterance: ‘Let us meet at the park’. 

The meeting point is anchored either (a) inside, (b) along its boundaries, or (c) close to 

but outside the park. According to Vasardani et al. (2017), a Figure object 𝐹 ∈ 𝑜1, … , 𝑜𝑛 

is at Ground object (anchoring area) if and only if F is anchored in the region 𝑟𝑗 by 

Ground object 𝐺 ∈ 𝑜1, … , 𝑜𝑛. 

𝑅(𝑜1, … , 𝑜𝑛) × 𝑡𝑖 → 𝑟𝑗 

 
Accordingly: 

F is in G if F is anchored in the region by G; 
F is near G if F is anchored in the relative complement of G. 

 
If 𝕣 is anchoring relation 𝕣 ∈ {𝑖𝑛,  𝑜𝑣𝑒𝑟, 𝑎𝑙𝑜𝑛𝑔𝑠𝑖𝑑𝑒, 𝑜𝑢𝑡𝑠𝑖𝑑𝑒}: 𝕣 ⊆ 𝔸 then 

anchoring happens as an ordered pair ⟨𝕣𝑖 , 𝑟𝑗⟩ where 𝑟 is a region in the precise space. 

Further let us assume that 𝑟𝑗 ∈ {𝑟𝑗
𝐺 , 𝑟𝑗

𝐴} where 𝑟𝑗
𝐴 means the surrounding area and 𝑟𝑗

𝐺– 

area occupied by the Ground object. Then we can define (cp. Vasardani, Stirling and 

Winter, 2017): 

𝐹 𝑎𝑡 𝐺 ≡𝑑𝑒𝑓 (𝑖𝑛, 𝑟𝑗
𝐴) ∈ 𝑙𝑜𝑐(𝐹) 

𝐹 𝑒𝑥𝑎𝑐𝑡𝑙𝑦_𝑎𝑡 𝐺 ≡𝑑𝑒𝑓 (𝑖𝑛, 𝑟𝑗
𝐺) ∈ 𝑙𝑜𝑐(𝐹) 

𝐹 𝑖𝑛 𝐺 ≡𝑑𝑒𝑓 (𝑖𝑛, 𝑟𝑗
𝐺) ∈ 𝑙𝑜𝑐(𝐹) 

𝐹 𝑛𝑒𝑎𝑟 𝐺 ≡𝑑𝑒𝑓 (𝑖𝑛, 𝑟𝑗
𝐴−𝑟𝑗

𝐺) ∈ 𝑙𝑜𝑐(𝐹) 

 

The regions seem to be mutually nested in the way that 𝑟𝑗
𝐺 ⊆ 𝑟𝑗

𝐴. 

Finally, another approach to vagueness within a region-based formalism is to apply 

tolerance relations to RCC relations (Peters and Wasilewski, 2012). 

If 𝑥1, … , 𝑥𝑛 ∈ 𝑋 is set of arbitrary spatial entities, R set of relations on X containing 

an extended RCC, and if 𝜉 is a set of tolerance relations on X, and 𝑡1, … , 𝑡𝑛 ∈ 𝑇 set of 

temporal intervals, and 𝑐1, … , 𝑐𝑛 ∈ 𝐶 set of concrete locations in physical space then 

𝐸𝑖𝑔: ⟨𝑅, 𝑥1, … , 𝑥𝑛 , 𝜉 × 𝑡𝑖⟩ → 𝑐𝑗 

 
When substituting 𝑥1, … , 𝑥𝑛 with 𝑜1, … , 𝑜𝑛 we come to a somewhat similar picture to 

that of anchoring.   

 

7. Representing motion and change of location 
 
Eigenplace can be also modelled when motion is modelled (cp. Lawvere and Schanuel, 

2009, 3f.): 

𝑓𝑚𝑜𝑡𝑖𝑜𝑛: 𝑡𝑖𝑚𝑒 → 𝑠𝑝𝑎𝑐𝑒 
 

or in more detail we can distinguish between  

𝑓1: 𝑡𝑖𝑚𝑒 → 𝑠𝑝𝑎𝑐𝑒 

𝑓2: 𝑠𝑝𝑎𝑐𝑒 → 𝑙𝑖𝑛𝑒 

𝑓3: 𝑠𝑝𝑎𝑐𝑒 → 𝑝𝑙𝑎𝑛𝑒 
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According to the composition of the functions we can write: 

𝑓𝑎: 𝑡𝑖𝑚𝑒 → 𝑙𝑖𝑛𝑒 

𝑓𝑏: 𝑡𝑖𝑚𝑒 → 𝑝𝑙𝑎𝑛𝑒 
 
where line is, e.g., the level of flight and plane is the place occupied by the shadow of a 

flying object or position of an object located on earth. If for the sake of simplicity we are 

assuming that usual objects are not flying and this feature is left out of consideration for 

a while, we can write 

𝐸𝑖𝑔𝑚𝑜𝑡𝑖𝑜𝑛: ⟨𝑅1(𝑜1, . . , 𝑜𝑛) × 𝑡1, … , 𝑅𝑛(𝑜1, . . , 𝑜𝑛) × 𝑡𝑛⟩ → 𝑟1, … , 𝑟𝑛  
 

If o is an object and r is a region (or another object) and ⟨𝑃1
𝑎 , … , 𝑃𝑛:𝑛≥1

𝑎 ⟩ are 

consecutive segments of a path 𝑃𝑎, then canonically entering a region can be modeled as 

a movement at least with EC, PO, and TPP (for details and additional relations cp. 

Galton, 2000, 282-284): 

𝑀𝑜𝑣𝐸𝑛𝑡𝑒𝑟𝑖𝑛𝑔𝑎𝑟𝑒𝑔𝑖𝑜𝑛⟨𝐸𝐶(𝑜, 𝑟, 𝑃1
𝑎), 𝑃𝑂(𝑜, 𝑟, 𝑃2

𝑎), 𝑇𝑃𝑃(𝑜, 𝑟, 𝑃3
𝑎)⟩ 

 
A crucial component of the process of entering a region is the following regularity 

𝐸𝑛𝑡𝑒𝑟(𝑜, 𝑟, 𝑃1
𝑎) → 𝑃𝑂(𝑜, 𝑟, 𝑃2

𝑎) 
 

where Enter(o,r) denotes relation of o entering r. Informally, when an object enters a 

region, a part of it is inside and a part is outside of that region (i.e., at least in a certain 

interval of time the relation between o and r is PO).  

Canonical set of possibilities before, during entering, and after entering: 

⟨((𝐷𝐶(𝑜, 𝑟) ∨ 𝐸𝐶(𝑜, 𝑟) ∨ 𝑃𝑂(𝑜, 𝑟))𝑃1
𝑎) , 𝐸𝐶(𝑜, 𝑟, 𝑃2

𝑎), 𝑃𝑂(𝑜, 𝑟, 𝑃3
𝑎), 

𝑇𝑃𝑃(𝑜, 𝑟, 𝑃4
𝑎), ((𝑁𝑇𝑃𝑃(𝑜, 𝑟) ∨ 𝑇𝑃𝑃(𝑜, 𝑟) ∨ 𝑃𝑂(𝑜, 𝑟))𝑃5

𝑎)⟩ 

 

Another crucial change of location relationship is coming into contact. This can 

minimally be modelled with DC and EC: 

𝑀𝑜𝑣𝑐𝑜𝑚𝑖𝑛𝑔 𝑖𝑛𝑡𝑜 𝑐𝑜𝑛𝑡𝑎𝑐𝑡⟨𝐷𝐶(𝑜, 𝑟, 𝑃1
𝑎), 𝐸𝐶(𝑜, 𝑟, 𝑃2

𝑎)⟩ 

 
If o further enters into r, then relation PO follows, but this is not necessary the 

case: 

⟨𝐷𝐶(𝑜, 𝑟, 𝑃1
𝑎), 𝐸𝐶(𝑜, 𝑟, 𝑃2

𝑎), ((𝑃𝑂(𝑜, 𝑟) ∨ 𝐸𝐶(𝑜, 𝑟) ∨ 𝐷𝐶(𝑜, 𝑟))𝑃3
𝑎)⟩ 

 
Another possibility is movement of an object from one region to another (Galton, 

2000, 286). Two possible cases can be distinguished: 
a. Movement starts in the first region and ends in the second (e.g., ‘John went 

from his office to canteen’); 
b. Starting of the movement contains adjacency and ends with adjacency (e.g. 

‘Mike went from the chair to the window’). 

 
Accordingly: 

𝑀𝑜𝑣𝑓𝑟𝑜𝑚_𝑡𝑜_𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔_𝑟𝑒𝑔𝑖𝑜𝑛⟨𝑇𝑃𝑃(𝑜, 𝑟1, 𝑃1
𝑎), 𝑇𝑃𝑃(𝑜, 𝑟2, 𝑃2

𝑎)⟩ 

𝑀𝑜𝑣𝑓𝑟𝑜𝑚_𝑡𝑜_𝑎𝑑𝑗𝑎𝑐𝑒𝑛𝑡_𝑟𝑒𝑔𝑖𝑜𝑛⟨𝐸𝐶(𝑜, 𝑟1, 𝑃1
𝑎), 𝐸𝐶(𝑜, 𝑟2, 𝑃2

𝑎)⟩ 

 
Of course, a movement from one region to another can have the starting point as 
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containing a region and can end with the relation of adjacency (or vice versa). 
According to a more recent account (Mador-Haim and Winter, 2015), Eigenplace 

could be expressed (in a slightly modified way according to the current terminology): a 

binary relation 𝐟𝐚𝐫_𝐟𝐫𝐨𝐦(𝑭, 𝑮) refers to the following two-place predicate location 

linking locations (i.e., Eigenplaces) of Figure and Ground – 𝑙𝑜𝑐(𝑭) and 𝑙𝑜𝑐(𝑮). 

According to Mador-Haim and Winter, Eigenspace (in their terminology) of a Figure is a 

point (F) whereas Eigenspace of a Ground is a region (G) (cp. Mador-Haim and Winter, 

2015, 442): 

𝑙𝑜𝑐(𝑭) = 𝐹 

𝑙𝑜𝑐(𝑮) = 𝐺 

 

This means that the logical form 𝐟𝐚𝐫_𝐟𝐫𝐨𝐦(𝑭, 𝑮) expresses the relation far_from 

between a point F and a region G. However, in the current framework this simply means 

that F is a concrete and constrained region whereas G is a larger and possibly (although 

not always) vague or indefinite region (which is the case in far_from). 
 The core idea by Mador-Haim and Winter (2015) is the Property-Eigenspace 

Hypothesis (442-443), according to which a relation is between an entity (Figure) and a 

property (Ground): If F is a Figure and gp a property of the Ground then 

far_from(𝑙𝑜𝑐(𝑭), 𝑙𝑜𝑐(gp)) is far_from relation holding between Eigenplace of Figure 

and Eigenplace of the properties occupied by Ground. Property-Eigenspace Hypothesis 

means that every Ground, i.e., property’s Eigenspace, “is the union of Eigenspaces for 

entities in its extension” (Mador-Haim and Winter, 2015, 443). If gp is the set of 

Eigenspaces for properties, then 

loc(gp) = ⋃{𝑙𝑜𝑐(𝑥): 𝑥 ∈ 𝐠𝐩} 
 

Therefore, 

far_from(𝐹, ⋃{𝑙𝑜𝑐(𝑥): 𝑥 ∈ 𝐠𝐩}) 
 

If F is a figure and G is a Ground and 𝒢 is a set of Grounds, then in the framework 

by Mador-Haim and Winter (2015, 468) some of the core spatial relations can be 

modelled 

far_from(𝐹, ⋃ 𝒢) ⇔ ∀𝐺 ∈ 𝒢. far_from(𝐹, 𝐺) 
close_to(𝐹, ⋃ 𝒢) ⇔ ∃𝐺 ∈ 𝒢. close_to(𝐹, 𝐺) 

outside(𝐹, ⋃ 𝒢) ⇔ ∀𝐺 ∈ 𝒢. outside(𝐹, 𝐺) 

inside(𝐹, ⋃ 𝒢) ⇔ ∃𝐺 ∈ 𝒢. inside(𝐹, 𝐺) 
 

Consistently with their approach (Mador-Haim and Winter, 2015, 472f.) we can 

model part-whole relations: if F is a subpart of G, then 𝑙𝑜𝑐(𝐹) ⊆ 𝑙𝑜𝑐(𝐺). Therefore, if 

the regions or elements in the set ℱ are subparts of G, then ⋃𝐹∈ℱ𝑙𝑜𝑐(𝐹) ⊆ 𝑙𝑜𝑐(𝐺). 
According to our framework 

⟨𝑓𝑎𝑟_𝑓𝑟𝑜𝑚, 𝐹, 𝐺⟩ × 𝑡𝑖 → 𝑟𝑛. 

8. Conclusion 
 

The Eigenplace relation covers the core of the processes occurring when mapping 

relational spatial and temporal information to a coordinate space. This mapping is an 

essential step once cognitive structures (operating in relational spatio-temporal space) 
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are linked with mathematical coordinate structures operating in numerical terms outside 

of the human mind.  

In our approach, we have defined an ontology that can be used in applications of 

Eigenplace to resolve spatial vagueness in static and dynamic terms (covering simple 

and more complex types of movement and motion in space). This corresponds to the 

idea that the trajectory of an object in space is always linked to a function in time (i.e., 

there are no spatial movements lacking temporal correlates). 

A particularly important direction in our approach is to map vague relational space 

and accurate space by using the spatial anchoring relation (Galton and Hood, 2005, 

Hood and Galton, 2006).  The anchoring relation is central in spatial communication in 

general and spatial dialogue systems in particular. Although, cognitively, spatio-

temporal existence of objects is always relational and can be cognitively represented in 

vague or uncertain ways, in virtue of anchoring they can be mapped toprecise coordinate 

space (i.e., relational objects have exact numerical coordinate correlates), in principle 

independently of whether we know them or not. 

Our developed spatio-temporal ontology operates in an extended RCC formalism 

(Cohn et al., 1997) and is flexible and open to potentially include other constituents and 

operators (for functional extensions see also Šķilters et al., 2024). Based on the operator 

of connectedness (a core operator from which the majority of other operators can be 

derived) we are able to describe most of the geometrically, topologically, and 

functionally crucial operators that operate in everyday environments. The most 

important is the functional operator of locational control, binding the figure and ground 

object according to the principle that, once the ground is moved in space / time, the 

figure is moved as well. In these cases, containment is perceived even if it does not apply 

in the topological sense. 

An underlying principle in our approach is the functional prominence of spatio-

temporal objects assuming the asymmetry of central (Figure) object and reference 

(Ground) object that operates in spatial, temporal, and spatio-temporal settings. In the 

case of temporal situations we are dealing with events as the objects. 

Our results can be applied for natural language contexts (especially for modeling 

the semantics of spatial expressions) but are also usable for non-linguistic spatial 

information. Although some parts of our approach have been experimentally tested (e.g., 

Žilinskaitė-Šinkūnienė et al., 2019, Zariņa et al., 2023), there are several spatio-temporal 

relations (e.g., type of movement and motion, topological features of temporal objects) 

that can still be both experimentally and computationally tested. 
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F – Figure object 

G – Ground object 

RCC-8 – Region Connection Calculus 8 
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Abstract. Distance learning is becoming increasingly important today, it is essential to identify and 

explore digital learning opportunities, developing technological support and digital learning 

methods accordingly. One of the most important aspects of e-learning is the personal motivation of 

the student, so the learning process must involve the student in an active way. Additionally, 

technologies should be such as to support the increase of this motivation. There is a growing shift 

to using active learning methods in full-time study. Various e-learning platforms have been 

developed as more and more researchers are exploring the development of digital teaching and 

learning methodologies. However, there is currently no established technological framework to 

support the various active digital learning methods in a remote study environment. The aim of the 

paper is to develop and evaluate a conceptual technological model of active digital teaching and 

learning. Theoretical and statistical methods are used to reach this aim. The result of the paper is a 

technological model of e-teaching and e-learning comprising several interconnected parts of a 

system that promotes the active involvement of both the student and the teacher in the learning 

process, ensuring a higher quality knowledge sharing between both sides. 

Keywords: active learning methods, e-learning, embedded systems, digital technological model. 

1. Introduction 
 

Changes in the global economy and politics are accelerating, with education, research and 

culture all being affected. Work equipment is becoming more sophisticated and complex, 

requiring more and more knowledge and skills from the workers. This leads to recognizing 

that knowledge is becoming increasingly valuable. The digital transformation of the global 

economy and society, and the speed of change is increasing the complexity of today's 

world as it becomes more connected and better educated. This complexity and speed of 

change mean that connecting education to the trends shaping the world we live in is now 

increasingly urgent. The information technology sector is developing rapidly in all areas 

of the economy but is lagging in the growing need to use it in a specific direction. The 

acquisition of new knowledge and skills has been seen as an important aspect of university 

education, signifying an increase in the importance of studies, both in full-time 

programmes and in individual courses. Today's education system is increasingly moving 

towards active learning, which includes active teaching methods, but digital tools and 

models that fully support active learning are still lacking. There are difficulties in 
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replicating traditional teaching methods resulting in unpredictable learning outcomes. 

Modern information systems and technologies support continuous development of digital 

tools, opening opportunities for strengthening the education system. 

At a time when the need for distance learning is becoming increasingly important, it is 

essential to identify and explore digital learning opportunities, developing technological 

support and digital learning methods accordingly. One of the most important aspects of e-

learning is the personal motivation of the student, so the learning process must involve the 

student in an active way. There is an increasing tendency to use active learning methods 

in full-time study. Various e-learning platforms have been developed as more and more 

researchers are exploring the development of digital teaching and learning methodologies. 

However, there is currently no established digital learning technological framework to 

support the various active learning methods.  

The problem is the lack of active learning methods and knowledge management 

technologies in the study process. The aim of the paper is to develop a conceptual 

technological model of active digital teaching and learning. 

Theoretical-technological model produces the event structure that is possible from the 

point of view of pragmatic competence and technology implements the event structure in 

accordance with pragmatic performance in order to realize surface uniqueness. The 

theoretical and the technological components of the model share at least three essential 

features: First of all, they follow the principle of modularity along the same kinds of 

modules, secondly, they adhere to the duality of competence and performance, thirdly, 

they handle the multimodal nature of real human-to-human (and, ultimately, human-to-

machine) communication (Hunyadi, 2011). 

Research question-what technological model improves student’s knowledge in 

learning process. Research tasks includes developing of theoretical digital learning model, 

experiment  of using digital active learning methods and evaluating of main results.  

The paper examines the feasibility of applying digital active learning methods in a 

digital environment, assesses the need to personalize the study process and establishes a 

common technological framework for the use of active learning methods. The paper 

develops a conceptual model for an e-learning technological platform to enable the use of 

active learning and teaching methods in studies at higher education institutions. 

2. Main focus of today’s digital learning 

2.1. Research background 
 

Lifelong learning is one of the most important parts of today's education system, requiring 

the development of prior learning and professional skills in line with the requirements of 

the profession. Learning at a distance in a digital environment is becoming particularly 

important. Strategically, the main goal of sustainable national development and human 

well-being is to focus on education for personal development. 

 Historical circumstances have changed, the content of education has changed, new 

educational paradigms have emerged, and thus both the professional competence of the 

teacher and the use of technology have acquired new significance. The supply of 

information is increasing, and it is becoming more and more important to be able to 

navigate quickly and efficiently through large amounts of accessible data, to acquire new 

skills and competences. 
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Digital learning technologies support the digitization of the learning experience and 

facilitate online mobility and include any communication, information and technological 

tools that contribute to improved teaching, development, and assessment. 

Digital learning technologies include: 

 Mobile learning and apps  

 Gamification  

 Virtual classrooms 

 Artificial intelligence (AI)  

 Lifelong learning technologies  

 Immersive learning technologies  

 Nano-learning technologies (Cumraeg, 2022). 

These technologies are developed by various EdTech companies, including the World 

Bank Group, based on scientific research in this field (The World Bank, 2022). EdTech 

companies have also been either a help or a hindrance. Technology has been positioned as 

the solution to pedagogic innovation, when the reality is that learners need to take 

responsibility for their learning in order for sustained progress to be made (Learnlife, 

2022). There is some research into how digital learning has been affected by Covid 

pandemic. There is a growing need to advance digital education ecosystems and 

technologies (Mihovska et.al., 2021). All over the world, both universities and moodle 

create and organize a wide variety of courses in many languages, but they need to be 

adapted to each group of students. 

Alamri et. al. provide an overview of personalized learning theory and learning 

technology that supports the personalization of higher education. They have analized three 

technological models that support personalized learning within various learning 

environments in higher education. Personalized learning is “an educational approach that 

tailors learning around each individual student’s needs, interests, and abilities. Each 

student is given differentiated instruction based on their personal learning characteristics” 

(Raudys, 2021). However, they emphasize the lack of data-driven and independent 

research studies that could enable increased effectiveness and impact of the personalized 

learning and technology models on student learning (Alamri et.al., 2021). The depth of 

teaching properties of digital resources in guidance is discussed through the possibility of 

identifying orientation models in their theoretical structure (Payo et.al., 2013). It is 

possible to use the help of artificial intelligence to choose your own learning path 

(Cognitive Class.ai, 2024). Some authors describe the possibility to integrate a knowledge 

assessment system based on concept maps with a personalized study planning prototype 

and examine its use in personal study planning (Rollande et.al., 2017). 

There is still a lack of extensive research into personalized digital learning 

technological models that focus on increasing a student’s motivation. 

2.2. Digital active learning methods  
 

The paper focuses on technological solutions that provide educational methods which 

enhance everyone’s ability to acquire knowledge, values and skills needed to participate 

in decision-making for individual or collective action at local and global levels to improve 

the quality of life without compromising the needs of future generations. Learning 

materials and methods in a digital environment enable the rapid and secure introduction 

of new knowledge and the mutually beneficial exchange of data and knowledge, which 

are key to sustainable education. Active learning methods develop learner’s ability to react 
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flexibly in a competitive environment but have so far been used mainly in face-to-face 

studies.  

Mercat Christian presents Active Learning Methodology, surveying its history, main 

existing tools and supporting evidence, with an emphasis on mathematics and higher 

education, in particular engineering (Mercat, 2021). 

Student motivation, engagement and interest in their own learning are imperative for 

a successful and student-centred education. The global education trend has shifted to a 

clearer focus on '21st century skills' or transversal competences. Humanisation, 

accessibility, openness, and diversity of the educational environment are the guarantors of 

sustainable development of education. Several scholars have provided theoretical 

justification for distance learning ideas related to the expansion of the opportunities 

offered in the context of home-based education and international or cross-border education 

(Katane et.al., 2012). We need to develop a different orientation when thinking about new 

technologies in education - not just as tools or delivery systems, but as a set of resources 

and capabilities that enable us to rethink our educational goals, methods, and institutions 

(Burbules et.al., 2020). Active learning methods provide new content created by the 

teacher or student (Kim  et.al., 2012). Technology-enhanced learning environments create 

flexibility and sustainability in education (Cakula, 2018). 

The author carried out an experiment at Vidzeme University of Applied Sciences 

(VIA) that involved experiential learning and active participation based on collective 

coding exercises (VIA student codes), quizzes, projects, and other approaches. 

Experiential learning in algorithms and statistics courses took the form of practical 

exercises in the development of collective solutions. Work on algorithms and statistics 

exercises was carried out in small groups, with regular feedback data collected in a number 

of ways to serve as input to the knowledge discovery process to support active learning 

later on (Cakula, 2021). The methods used were various active learning methods such as 

Dotmocracy, Fishbowl, Survey, Index Card Pass, Flipped Classroom, Complete Turn 

Taking, Respond, React, Reply, Round Table, Think-Pair-Share, Post It Parade, including 

also solving different exercises on an algorithm theory (Hattie et.al.,2007). 

2.3. Personalized learning process  
 

Instruction tailored to the unique pace of different students is known as personalized 

learning. Personalized learning is a method of teaching in which the content, technology 

and pace of learning are based on the abilities and interests of each learner.  

There are five steps to personalizing learning: 

 set clear and specific goals,  

 make goals challenging and realistic,  

 make goals dynamic and review them regularly,  

 let learners know their progress,  

 involve supporters (parents, friends, etc.) (Rogers, 1997). 

In this case, the academic goals remain the same for the group of students, but 

individual students can progress through the curriculum at different speeds based on their 

specific learning needs. This is particularly true in e-learning, where each student chooses 

to study at his or her own time, place, and pace. Personalised learning includes adaptive 

learning, individualized learning, differentiated learning and competency-based learning 

(Briggs et.al, 2009). Adaptive learning is when technology is used to assign human or 

digital resources to learners based on their unique needs. Personalized learning states that 

https://www.researchgate.net/profile/Christian-Mercat?_tp=eyJjb250ZXh0Ijp7ImZpcnN0UGFnZSI6InB1YmxpY2F0aW9uIiwicGFnZSI6InB1YmxpY2F0aW9uIn19
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the pace of learning is adapted to the needs of individual students. Differentiated learning 

approach states that learning is adapted to the needs of individual students. Competency-

based learning provides learners with the opportunity to progress through a learning 

pathway based on their ability to demonstrate competence, including the application and 

creation of knowledge, as well as skills and dispositions. Academic objectives, 

curriculum, and content, as well as method and pace may vary in a personalised learning 

environment. Unlike individualized learning, personalized learning involves students in 

the design of learning activities and is based more on the student's personal interests and 

motivation to acquire knowledge and skills. 

Individual perception can be classified as a form of nomothetic psychology and is 

developed by Socionics’ theory based on Jungian four personality types. Jung mostly 

focussed on personality types as individuals. Meanwhile, Socionics states that there are 

16 types of personalities and respectively 16 types of possible perception of information. 

All of people have their strengths and weaknesses and Socionics has defined what the 

strengths and weaknesses of each sociotype are in perception of information (Desmarais, 

2006; Grant, 2014; Sampson et.al., 2002). To ensure the highest quality e-learning, the 

individual characteristics of learners must be considered. It should be noted that this is one 

of the biggest advantages of e-learning, because unlike a standard learning environment 

where students listen to a lecture together and do the same homework and tests, e-learning 

can provide tailored information based on the student's most pronounced perceptual 

channel. In the literature, these are also referred to as modalities, Fleming's VARK model 

or simply as perceptions. Four perceptual channels are distinguished: 

 auditory  

 visual  

 reading, writing  

 kinaesthetic (Othman et.al., 2010).   

Building on all these aspects, smart learning environments provide students with 

adaptive and personalized learning and assessment, including multimodal/multisensory 

interaction technologies and advanced interfaces. An industry-driven approach in 

collaboration with academics will lead to market-oriented education. New learning 

individually oriented methodology should be developed based on individual human 

perception – how individuals select and process information - Neil Fleming’s pedagogic 

theory, educational psychology, and artificial intelligence for formal and informal 

education, including workplace learning. Increasingly, the course leader collaborates with 

students in their studies, which promotes faster and more effective knowledge sharing and 

the creation of new knowledge. 

3. Digital learning framework 

3.1. Participants 
 

Research base is 348 students from Information technology and Business Management 

bachelor programs in Vidzeme University of Applied Sciences, who participated in the 

experiment learning course “Statistics” between the years of  2014 and 2023. 89% of them 

chose to use the Learning Support System.  
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3.2. Material 
 

The basis was the Moodle platform, which integrated various modules. Information 

Technology students took 6 ECTS Statistics course, while Business Management students 

took 3 ECTS Statistics course. Boths groups got 2nd year bachelor program course 

according to business management and information technology accredited study programs 

in Latvia.  

At the beginning of the experiment, the basic content and materials were prepared by 

the lecturer, but the students had the opportunity to prepare the course content of each 

meeting in various forms under the guidance of the teacher - both text documents, using 

images, colors, video, audio, multimedia, etc. according to their sociotype. These materials 

were placed in the moodle system for use in the following years of studies. A database of 

various materials was formed, where it was expanded in each subsequent year. Students 

determined their sociotype using Jung's short test consisting of 60 questions 

(Similarminds, 2024).  

3.3. Design  
 

The digital learning framework is built on advances in neuroscience, pedagogical and 

learning theories, educational psychology as well as artificial intelligence including 

modal/multisensory technologies. It provides gaining access from both sides - teacher and 

student (Fig. 1). Framework includes 4 main parts: course content, active learning 

environment, learning support system and feedback to both - student and teacher. Course’s 

content foundation is developed by the teacher and may be supplemented by student-

generated content under the guidance of the teacher. It is very important that students take 

part in developing content – this is one of the most powerful methods of enabling students 

to look at things from a teacher’s perspective. It develops a deeper understanding of 

necessary knowledge and skills. Active learning environment includes three main parts – 

possibility to build a course map choosing between different active learning methods and 

using tools embedded in the learning environment for using active methods in both group 

and individual work (Sampson et.al., 2022). 

 
 

Fig. 1. Digital Learning Conceptual Model 

https://similarminds.com/jung.html
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Learning support system includes personality determining module (Cakula, 2018), 

learning advisory module (Cakula et.al, 2019) and learning path (Nabizadeh et.al, 2020) 

that can be developed for every individual student. Course content in the beginning is 

created by the teacher and later developed by students using course map and active 

learning methods. In the leaning process personality determining module, learning 

advisory module, and learning path could be accessed depending on student’s choice.  

Personality determining module will profile users, assessing their personality based on 

Socionics theory, Neil Fleming’s pedagogic theory, educational psychology, and artificial 

intelligence to provide adaptive learning content for improving performance in learning. 

Learning advisory module system will manage the learning path for each learner through 

the course content, using different course units, access from different devices and 

evaluation feedback. As a result, it will be able to advise the learners to follow a different 

learning design (relevant to their personality type) or access different learning resources 

(relevant to their information processing preferences).  The tutor / administrator will also 

be informed for the learners’ progress during each module / course. 

Learning path can be created based on an algorithm developed by scientists in Chine 

where they have designed a multidimensional knowledge graph framework that separately 

stores learning objects organized in several classes and proposes six main semantic 

relationships between learning objects in the knowledge graph. Learning path 

recommendation model is designed for satisfying different learning needs based on the 

multidimensional knowledge graph framework, which can generate and recommend 

customized learning paths according to the e-learner’s target learning object (Daqian, 

2020). 

Digital Learning Environment, for example Moodle, is the main system where access 

from teacher and student will start. The course is divided in several learning units. Course 

content is organized using questions in the beginning of every learning unit. This will offer 

next steps for each student based on their choice in using Learning Support System. Both 

– Learning Support System and Active Learning Environment - are embedded systems 

included in the main Digital Learning Environment. Digital Tools are accessed by links 

from every learning module. In the future there should be further research into embedding 

this in the main Digital Learning Environment Digital Tools system. 

3.4. Procedure (Research Process).  
 

At the beginning of the course, each student was offered the opportunity to study in a 

traditional way or use the opportunity to determine his sociotype and use the approach of 

the system mentioned in the article. 85% of the students were full-time students, and 15% 

were e-study students. Those students who chose to use the study materials offered to the 

sociotype (87% on average) could, respectively, voluntarily use the learning advisory 

module and learning path module integrated in moodle.  All students took part in active 

Learning environment managed by teacher. 

Evaluation for each student took place in accordance with the accredited and approved 

course description by the teacher using tests and activity in the course. All students took 

all tests included in the course.  

Questionnaires and interviews were performed at the end of the course to obtain 

students' views on learning process. 
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4. Main research results 
 

There is a correlation between personality type and the learning program – Information 

Technology students were mostly found to be Introvert and Judging (characteristics 

defined by Socionics) but Business Management students covered all personality types in 

every study year. 

Depending on the personality type students took part in the developing learning 

materials for every course content module. There were different evaluation methods in 

every course content unit and the final grade constantly improved, starting with an average 

grade of 6,34 in 2014 and reaching 8,14 in 2023 (Fig. 2). 

Kalmogorov-Smirnov nonparametric tests were used for testing normal distribution 

(Fig. 3).  

H0 - final grade for IT students in Statistics course follows normal distribution is 

accepted on probability level 95%. 

 

 

Fig. 2. Final grade for Information technology students in Statistics course 

 

  Final grade of IT students 

N  214 

Normal Parameters Mean 7,22 

 Std. 

Deviation 
1,52 

Most Extreme Differences Absolute ,05 

 Positive ,03 

 Negative -,05 

Kolmogorov-Smirnov Z  ,73 

Asymp. Sig. (2-tailed)  ,658 

 

Fig. 3. Kalmogorov-Smirnov nonparametric test for normal distribution 

From 2018 in addition active digital learning methods and course map was included. 

Until 2018, the average results for IT students improved by 6.9% per year, but in 2018 and 
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after the results improved in average by 7.5%. Different situation is for business students 

- there were no regular progress from year to year (Fig. 4). 

 

 

 

Fig. 4. Final grade for business students in Statistics course 

 

Active digital learning methods positively influence results but there is no clear trend 

for growing results. In discussion students accepted that this solution is much better for 

them than tradition learning, and they were very interested to understand their sociotype. 

5. Conclusion 
 

Today, the pedagogical paradigm is shifting from teaching to learning and, by extension, 

focuses on what the student requires from the teacher. Students and their activities have a 

great influence on teaching methods, content and technological tools used. A 

technologically supported information system is necessary to ensure the delivery of 

relevant content and the promotion of a coherent study system. Furthermore, it can 

motivate students to delve deeper in the courses offered and to acquire the competences 

needed in the labour market. In a quickly evolving information society it is increasingly 

important to deliver the right information to the right learner, quickly.  

The working environment is changing with the rapid development of technology and 

knowledge, so it is important to keep abreast of changing market conditions and not only 

apply available technological solutions but also develop new applications of technology 

in areas of societal need to contribute to the overall growth of the economy. The 

development of a sustainable society is influenced by the variety of methods and 

technologies available. 

The level of students' motivation to learn is becoming more and more important. In the 

digital environment, there is much less support from other students and from the lecturer, 

so the digital environment should be one that includes personal support for each individual 

student and offers learning according to the way each one perceives information. 

The technological digital learning model created draws on advances in learning theory, 

neuroscience, artificial intelligence, educational psychology, and modal/multisensory 

technology. It allows for teachers and students to cooperate in a common system using 

different embedded tools supporting active learning methods. 
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Raiņa bulvāris 19, Riga, LV–1586, Latvia

andris.ambainis@lu.lv, ilja.repko@gmail.com

ORCID 0000-0002-8716-001X, ORCID 0009-0003-3154-1803

Abstract. In this paper we design a quantum algorithm for the NP-complete problem of finding
the domatic number. The DOMATIC NUMBER problem asks to determine the largest integer k,
such that a given undirected graph with n vertices can be partitioned into k pairwise disjoint
dominating sets. This problem finds significant applications, such as in wireless sensor networks,
where the selection of multiple dominating sets balances energy consumption and extends net-
work lifetime. Each node communicates exclusively with designated nodes, and dominant sets
ensure network resilience by enabling seamless replacement in case of node cluster failure. The
importance of this problem lies in its implications for network optimization, highlighting the ad-
vantages of quantum computing in addressing complex combinatorial challenges. We present a
quantum algorithm that solves this problem in time O(2.4143n), which we further improve to
O(2.3845n).

Keywords: domatic number, quantum algorithm, dominating set

1 Introduction

In this paper we have discovered two quantum algorithms to find the domatic number
d(G) for the graph G. The problem was discovered in (Chang, 1994).

These algorithms solve a critical problem in graph theory that affects diverse fields,
including wireless sensor networks (Jiguo, Qingbo, Dongxiao, Congcong and Guanghui,
2014). Efficiently selecting and managing multiple dominating sets in these networks
is crucial for saving energy and extending network lifespan. Quantum computing of-
fers a promising approach to enhance network optimization and analyze data structures
in new ways. This shows how quantum algorithms can tackle complex problems that
traditional computers struggle with.
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Previous results. Classically the problem can be solved in time 3n · nO(1) (Fomin,
Kratsch, 2010) using an algorithm similar to Lawler’s dynamic programming algo-
rithm (Lawler, 1976). In the first half of 2005, Riege T. and Rothe J. ”broke through”
the 3n barrier, solving the DOMATIC NUMBER problem for 3 dominating sets in time
Õ(2.9416n) (Riege, Rothe 2005). Later, authors combined the inclusion-exclusion ap-
proach with the Fomin algorithm (Fomin, Grandoni, Pyatkin, Stepanov, 2005) to solve
the problem in time Õ(2.695n) for 3 dominating sets (Riege, Rothe, Spakowski, Ya-
mamoto, 2007).

Nevertheless the best known classical algorithm was presented by Johan M.M. van
Rooij which solved the problem in time O(2.7139n) (van Rooij, 2010).

Until recently, no quantum algorithm was known for this problem. Then, two algo-
rithms were developed independently: the algorithm in this paper (which was developed
and presented as a bachelor’s thesis in June 2023 in University of Latvia (Repko, 2023))
and an algorithm (Gaspers and Li, 2023) which appeared in November 2023. The quan-
tum algorithm of Gaspers and Li is faster, with the complexity of O((2 − ϵ)n) but our
algorithm is simpler.

Main contributions:

– Firstly, we designed an algorithm that solves the DOMATIC NUMBER problem
in time O(2.4143n). This technique combines Lawler’s algorithm for finding the
chromatic number (Lawler, 1976) with Grover’s search (Durr and Høyer, 1996) and
the naive computation of minimal dominating sets using dynamic programming in
time 2n · nO(1).

– Secondly, we developed an algorithm that utilizes the precomputation of improved
minimal dominating sets (Fomin, Grandoni, Pyatkin, and Stepanov, 2008), solving
the DOMATIC NUMBER problem in time O(2.3845n).

– Thirdly, we provided a data structure that precomputes all minimal dominating sets
in time O∗(2n) and allows each set to be obtained in time O(nc).

The article consists of four sections. The first section is the introduction, where
the main problem and contributions are presented. The second section covers the pre-
liminaries, theorems, and techniques important for implementing the algorithm on a
quantum computer. The third section is divided into two parts: the first part describes
the simple algorithm that solves the problem in time O(2.4143n), and the second part
presents an improved version of it that solved DOMATIC NUMBER in time O(2.3845n).
The fourth section presents the conclusions and discusses open problems that may be
addressed in future research.

2 Preliminaries

In this section, the main theorems and the model necessary for the algorithm to work
will be described.
Model. Our algorithms work in the commonly used QRAM (quantum random access
memory) model of computation (Giovannetti, Lloyd and Maccone, 2008), which as-
sumes quantum memory that can be accessed in a superposition.
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Tools. We will use the following results in our algorithms:

Theorem 1. [Quantum Minimum Finding (1996)] Let a1,. . . ,an be integers, accessed
by a procedure P . There exists a quantum algorithm that finds minni=1{ai} with success
probability at least 2/3 using O(

√
n) applications of P .

Theorem 2. [Minimal dominating sets listing (2008)] For any graph G on n vertices,
all its minimal dominating sets in X can be listed in time O(1.7159n).

Theorem 3. [Classical domatic number finding (2008)] There is a classical algorithm
that solves DOMATIC NUMBER for any graph G(V,E) on n vertices in time O(2.8718n)
and lists all minimal dominating sets contained in a given X ⊆ V in time O(λn+α4|X|)
with the following values for the weights: λ = 1.148698 and α4 = 2.924811.

3 The algorithm

In this section, two quantum algorithms that solve the problem will be described. The
simple algorithm solves the problem in time O(2.4143n), while the improved algorithm
solves it in time O(2.3845n).

3.1 Simple algorithm

Our strategy consists of two parts. Firstly, recursively finding all minimal dominating
sets in the graph G. The naive deterministic algorithm for listing minimal dominating
sets runs in time 2n, up to polynomial factors. Secondly, we use Quantum Maximum
Finding to find the largest partition into sets (Ahuja, Kapoor, 1999). This algorithm
is based on quantum Grover’s search algorithm (Grover, 1996). The analysis of the
domatic number finding algorithm is based on (Ambainis, Balodis, Iraids, Kokainis,
Prūsis and Vihrovs, 2018), Theorem 1 and is similar to Lawler’s classical algorithm for
computing the chromatic number (Lawler, 1976) (Fomin, Grandoni, 2005).

Theorem 4. There is a bounded-error quantum algorithm that solves DOMATIC NUM-
BER in time O(2.4143n).

Proof. The algorithm calculates d(G) for the graph G(V,E) by iterating through all
possible subsets X ⊆ V . The algorithm seeks to find the largest partition into disjoint
dominating sets. The corresponding recursive formula is:

d(X) = max {d(X \D) + 1 | D ⊆ X , D is a minimal dominating set in G} (1)

Note that for X ∈ ∅, d(X) = 0.
By replacing classical maximal value search with the quantum maximum finding

algorithm in d(G), we obtain a quantum speedup for this problem. Quantum maximum
search achieves a quadratic speedup over classical exhaustive search. For each X ⊆ V ,
the quantum algorithm will find max

|X|
i=1{Di} in time O∗(

√
|X|) 1 (Durr and Høyer,

1 The O∗(f(n)) notation hides a polynomial factor in n
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1996). Until we have to iterate through all subsets in G, the running time of the algo-
rithm is bounded by:

n∑
i=0

(
n

i

)
iO(1)

√
2i ≤ nO(1)

n∑
i=0

(
n

i

)√
2i = nO(1)(1 +

√
2)n ∈ O(2.4143n)⊓⊔

3.2 Improved algorithm

The main idea of the improved algorithm is to precompute all minimal dominating
sets (MDS) in G(V,E), where |V | = n. The analysis of this algorithm is based on
(Ambainis, Balodis, Iraids, Kokainis, Prūsis and Vihrovs, 2018), Theorems 1, 3, and
has similarities with Lawler’s classical algorithm for computing the chromatic number
(Lawler, 1976).

Theorem 5. There is a bounded-error quantum algorithm that solves DOMATIC NUM-
BER in time O(2.3845n).

Proof. We use the same recurrence as in the proof for Theorem 4 to find the domatic
number d(G) for graph G(V,E):

d(X) = max {d(X \D) + 1 | D ⊆ X , D is a minimal dominating set in G}

Note that for X ∈ ∅, d(X) = 0. We preprocess the data to enable quick access to all
minimal dominating sets. Namely, we create a data structure that can answer two types
of queries:

– Given a subset of vertices X ⊆ V , what is the number of minimal dominating sets
contained in X?

– Given X and i, what is the ith minimal dominating set contained in X (in some
fixed ordering)?

Lemma 1. There is a data structure that can be created in time O∗(2n) and, given this
data structure, the queries of the two types can be answered in time O(nc).

If this data structure has been created, we can find the value of d(X) from equation
(1) in time O∗(

√
D(X)) (where D(X) denotes the number of minimal dominating sets

contained in X) using quantum maximum finding from Theorem 1.
We then use this to compute d(X) for all X , in the order of increasing |X|. Since

D(X) = O(λn+α4i), the running time for performing this is of the order at most

nO(1)
n∑

i=0

(
n

i

)√
λn+α4i = nO(1)

n∑
i=0

(
n

i

)
λ

n
2 +

α4i
2 = λ

n
2 (1 + λ

α4
2 )nnO(1)

1.148698
n
2 (1 + 1.148698

2.924811
2 )nnO(1) ∈ O(2.3845n)

It remains to prove Lemma 1. To store all the sets in memory, we will utilise two
Hasse diagrams denoted as h1 and h2. (A Hasse diagram is a structure with entries for
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subsets X ∈ V in which the entry for X has pointers to the entries for X−{u}, u ∈ X .)
Each element in h1 will have the data type ‘Node‘, while each element in h2 will have
the data type ‘DNode‘.

struct Node
Set: Set of integer
Subsets: Set of Node
Mds: bool
MinDomSets: DNode
InDNode: List of (A: set, B: set, Ref : DNode)

For an element v, v.Set contains the set X . v.Subsets contains links to ’Node’ struc-
tures for all subsets of X whose cardinality is one less than the one of X . v.Mds is true
if X is a minimal dominating set and false otherwise. v.MinDomSets and v.InDNode
provide links to the entries of Hasse diagram h2 and are described later, after we de-
scribe h2.

The Hasse diagram h2 has elements corresponding to pairs of sets A, B with A,B ⊆
V and max(i ∈ A) < min(j ∈ B). (That is, every element of A must be smaller than
every element of B. The corresponding entry describes the number of minimal domi-
nating sets X with A ⊆ X ⊆ A ∪ B and provides a way to index them. The elements
of h2 will have the data type ‘DNode‘.

struct DNode
A: Set of integer
B: Set of integer
Count: integer
Mds: bool
Subsets: Set of DNode

We say that for each element v1, v2 in h2: v2 ≺ v1 iff

∃b ∈ v1.B : (v2.A = v1.A ∪ b) ∧ (v2.B = v1.B \ {x ∈ v1.B|x ≤ b})

In h2, the fields have the following content. A,B represent vertex sets in v1, while
Subsets contains links to all v2 with v2 ≺ v1. We mark Mds as True iff A is minimal
dominating set. Count contains the number of X with v1.A ⊆ X ⊆ v1.A ∪ v1.B.

We note that if X is such that v1.A ⊂ X ⊆ v1.A ∪ v1.B, then X satisfies v2.A ⊆
X ⊆ v2.A ∪ v2.B for exactly one v2 with v2 ≺ v1. Namely, this will be the node v2
with v2.A = v1.A ∪ {c} where c is the smallest element of v1.B and v2.B = {x|x ∈
v1.B ∧ x > c}. Thus, the set of X with v1.A ⊂ X ⊆ v1.A ∪ v1.B is a disjoint union
of the sets of X with v2.A ⊆ X ⊆ v2.A ∪ v2.B for all v2 ≺ v1. All those v2 are
enumerated by the Subsets field.

Lastly, we describe the references from h1 to h2. There are two types of them.
The first type, denoted as MinDomSets, finds the element of type DNode that refers

to i-th MDS within h2. Node.MinDomSet = DNode iff Node.Set = DNode.B and
DNode.A = ∅.
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The second type of reference, called Ref, is stored in the IsDNode list. For every N
of Node objects, the IsDNode list maintains pairs of sets denoted as (A,B). These pairs
satisfy the condition that A ∪ B = N.Set. Furthermore, it is required that an object of
type DNode has been previously instantiated within h2. This prevents the occurrence
of duplicates in h2.

Next we describe Algorithm 1 that find i-th minimal dominating set in polynomial
time. The algorithm 1 consists of two parts.

In the first part, we identify the subset S in the Hasse diagram h1 in time O(n2)
using function FINDSUBSET.

In the second part, the algorithm refers to DNode object in h2 using Node MinDom-
Set. After this, the search for the i-th subset in h2 starts. We check all Subsets of the
current DNode element until the sum of all previous Count values is less than i. When
this sum equals or exceeds i, the algorithm descends one level lower. This process con-
tinues until DNode Mds is not True. When navigating h2, this search is confined to a
maximum of n Subsets, at most n times, for each element in B. Therefore the second
part operates in time O(n2).

Algorithm 1 Finding the i-th minimal dominating set among subsets of S
Input: S - subset of V , i - index for the minimal dominating set
1: function FINDSUBSETMINDOMSETBYINDEX(S: set, i: integer)
2: S ← FINDSUBSET(S).MinDomSets ▷ S: DNode
3: while S.Mds = False do ▷ Search in h2

4: c← 0
5: for subset in S.Subsets do ▷ subset: DNode
6: if c+subset.Count ≥ i then
7: S ← subset
8: i -= c
9: c← 0

10: break
11: else
12: c← c+ Count
13: return S.A

For the purpose of precomputation all minimal dominating sets for G, we execute
Algorithm 2. This precomputation algorithm is designed to store all subsets of V within
the h1. The naive algorithm for finding the i-th minimal dominating set of S in h1

requires exponential time to visit all subsets of S. Consequently, we introduce h2 and
the procedure D to calculate the count of minimal dominating sets that include the
elements of set A and potentially some elements from set B:

D(A,B) =


∑k<n

i=0 D(A ∪ bi, {bi+1, . . . , bk}) , if A is not MDS and B ̸= ∅
1 , if A is MDS
0 , otherwise.

B = {b0, . . . , bk} = {b | ∀i, j ≥ 0(i < j → bi < bj)}
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To obtain all MDS for subset S we run D(∅, S).

Algorithm 2 Precomputation of minimal dominating sets
Input: G(V,E) - input graph.
Output: h1, h2 with precomputed MDS.

1. Generate all subsets of V and place them within the h1.
2. Execute the algorithm for generating minimal dominating sets from Theorem 2. When a

certain set D is returned:
2.1. Find D in h1, using Function FINDSUBSET.
2.2. Mark Mds as True in found D node in h1.

3. Execute Procedure PRECOMPUTEMINDOMSETS.

The procedure PRECOMPUTEMINDOMSETS is implemented in Algorithm 3, which
creates h2 using h1. For each subset S ⊆ V , the algorithm executes D(∅, S) and stores
each term of D(∅, S) in h2. To find all subsets of V we run Function GETSUBSETS.
While ∀a(a ∈ A → ∀b(b ∈ B → a < b)) holds true, we state that A ⊆ {0, . . . ,m−1}
and B ⊆ {m, . . . , n − 1}. Consequently, there are 2m ways to choose A and 2n−m+1

ways to choose B, with n ways to choose the value of m. Therefore, Algorithm 3 runs
in time O∗(n · 2m2n−m+1) = O∗(2n). Now, we just need to demonstrate that the
auxiliary functions for the Algorithm 3 will operate in polynomial time.

Note that the Algorithm 3 requires exponential space O∗(2n).

Algorithm 3 Implementation of the PRECOMPUTEMINDOMSETS Procedure
Input: P : Node - pointer on h1 head element
1: procedure PRECOMPUTEMINDOMSETS ▷ Creates h2

2: for subset in GETSUBSETS(P.Set) do ▷ Subsets in h1

3: A← ∅
4: B ← subset.Set = {x | ∀i, j ≥ 0(i < j → xi < xj)}
5: N ← new DNode(
6: A,B,Count : 0,Mds : ISMDS(subset), Subsets : ∅)
7: subset.MinDomSets← N
8: INSERTDNODEREF(A,B)
9: D(A,B)

Prior to adding an element to the h2, Algorithm 3 performs a verification step by
invoking the FINDDNODE function. This function checks for the presence of the current
element within h2. Unless each a ∈ A and b ∈ B, a < b, the size of the IsDNode list will
be at most O(n). Therefore FINDDNODE operates in polynomial time. If the element is
found, the Count attribute of the corresponding DNode instance is incremented by the
value from the current subset. In cases where the element is not found, the algorithm
adds reference Ref from h1 to h2 using INSERTDNODEREF function. After that it
computes the Count value via a recursive formula for the D function.
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10: procedure D(A,B = {x | ∀i, j ≥ 0(i < j → xi < xj)})
11: if ISMDS(A) then
12: return 1
13:
14: for k = 0; k < |B|; k++ do
15: A ← A ∪ {xk}
16: B ← {xk+1, xk+2, . . . , xn}
17: R← FINDDNODE(A,B) ▷ Type: DNode
18:
19: if R = ∅ then
20: N.Subsets add new DNode(
21: A,B,Count : 0,Mds : False, Subsets : ∅)
22:
23: INSERTDNODEREF(A,B)
24: N.Count += D(A,B)
25: else ▷ Computed early
26: N.Subsets add R
27: N.Count += R.Count
28: return 0
29:
30: function GETSUBSETS(node: Node)
31: if node = ∅ then
32: return
33: yield node ▷ Type: Node
34: for subset in node.Subsets do
35: GETSUBSETS(subset)
36:
37: function INSERTDNODEREF(A: Set, B: Set)
38: S ← FINDSUBSET(A ∪B) ▷ Type: Node
39: S.InDNode add (A,B)
40:
41: function ISMDS(S: Set)
42: S ← FINDSUBSET(S) ▷ Type: Node
43: if S = ∅ then ▷ No such set in diagram
44: return False
45: return S.Mds
46:
47: function FINDDNODE(A: set, B: set)
48: S ← FINDSUBSET(A ∪B) ▷ Type: Node
49: for (A,B, Ref ) in S.InDNode do
50: if A = A and B = B then
51: return Ref ▷ Type: DNode
52: return ∅
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Before calculating each term of the recursive function D for (A,B) = (∅, S), the
Algorithm 3 checks whether the set A is MDS using the ISMDS function. If the current
set A is MDS, then the algorithm will return 1. Otherwise, it will call the function D
until B ̸= ∅.

Next we describe how to implement FINDSUBSET, using Algorithm 4. Note that
each set contains no more than n edges from current node to it subsets. When navigat-
ing the Hasse diagram h1, our search is confined to a maximum of n sets. Therefore
Algorithm 4 runs in time O(n2).

Algorithm 4 Finding subsets in Hasse diagram h1

Input: D - subset, G - pointer on h1 head element
1: function FINDSUBSET(D : set)
2: S ← G
3: while S.Set ̸= D do
4: if S.Subsets = ∅ then ▷ No such set in diagram
5: return ∅
6: for s ∈ S.Subsets do
7: if D ⊆ s then
8: S ← s
9: break

10: return S

4 Conclusion and open problems

The DOMATIC NUMBER problem holds significant importance in graph theory and
finds practical applications in network optimization. The quantum algorithm for this
problem recursively searches for minimal dominating sets within a graph. At each re-
cursion level, sets are excluded from the current vertex set until all vertices are covered.
The algorithm determines the maximum recursion level where each excluded set re-
mains dominating.

Our findings revel that the one of the best-known classical algorithm solves the
problem with a time complexity of O(2.7139n) (van Rooij, 2010) using a dynamic
programming approach. Quantum maximum search provides a quadratic speedup for
enumerating all minimal dominating sets, thereby achieving a faster solution to the
DOMATIC NUMBER problem.

Our newly presented quantum algorithms demonstrate the power of quantum com-
puting to accelerate classical algorithms and achieve improved time complexity with
relatively straightforward implementation. Combining dynamic programming with quan-
tum algorithms improves the evaluation of the DOMATIC NUMBER algorithm.

A key achievement in this work includes Theorem 4 and 5. Employing the Quan-
tum Maximum Finding algorithm, we have demonstrated algorithms that solve the DO-
MATIC NUMBER problem in time O(2.4143n), which we have further improved to
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O(2.3845n). Gaspers and Li (2023) have independently developed a quantum algo-
rithm with the complexity of O((2− ϵ)n).

It would be interesting to explore whether there exists an algorithm that can further
improve this complexity. However, limitations include the requirement for exponential
space, which may not be practical for large-scale graphs. This presents a crucial area
for further research.

Acknowledgment. AA was supported by QuantERA ERANET Cofund project
QOPT (Quantum algorithms for optimization).
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Abstract. Most air purification systems are formed on the basis of the "modular principle" using a 

waste-free production scheme, standardized dust collection equipment and ventilation systems. The 

disadvantages of such a complex, which is assembled from heterogeneous purification equipment, 

are the large overall dimensions of the devices, low individual performance and low gas flow rates 

in the devices, which limit the ability to purify large volumes of air, and therefore the task of 

preliminary verification of their capabilities arises. Modern computer simulation software makes it 

possible to study the movement of microscopic particles and determine the stable patterns of this 

process. This study focuses on the mathematical and computer simulation of the process of 

movement of respirable dust particles in the working area, based on the principles of designing 

efficient modular devices that maximize the use of centrifugal force to improve the performance of 

dust and gas cleaning equipment. The object of study is the proposed air purification device as a 

separate part of the overall purification complex. The subject of the study is computer simulation of 

the movement of dust particles in the air flow. The scientific and practical value of the research 

results is that for the first time the regularities of aerodynamic processes occurring in the cylindrical 

body of the "centrifugation module" were determined, which were obtained by mathematical and 

computer simulation methods, which confirms the effectiveness of air purification by the proposed 

device and makes it possible to introduce it into mass production. 
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1. Introduction 
 

Many production processes and air purification facilities are based on the "modular 

principle", which uses waste-free production schemes, standardized dust collection 

equipment and ventilation systems. The disadvantages of such a "modular complex", 

assembled from heterogeneous purification equipment, are the large overall dimensions 

of the devices, their low individual performance and low gas flow rates in the devices, 

which limit their capabilities when it comes to purifying large volumes of air. Therefore, 

the task of preliminary verification of the capabilities of any proposed purification systems 

arises. Modern methods of mathematical simulation and computer experimentation 

software allow us to study the movement of microscopic particles and determine the stable 

patterns that arise, as well as analyze not only the parameters of individual particles but 

also the macroscopic parameters of aerodynamic systems in general. 

The main part of this complex of gas purification equipment is the process of dry 

particle separation in cyclones. The centrifugal force acting on the particle determines the 

equilibrium position of the particle in the flow and its separation (Birkhoff, 2015): 

 

  ,/23

1
rdcF

sppp
      (1) 

 

where c1 is a constant; dp is the diameter of the particle; ρp and ρsp are the densities of the 

particle and the space; ω is the angular velocity of the particle; r is the radius of its rotation. 

Formula (1) shows, in particular, that high centrifugal forces and, consequently, high 

efficiency of the separation process can be achieved at high angular velocity of particles. 

However, it is worth noting that increasing the rotational speed in cyclones does not 

produce the desired effect due to the fact that the kinetic energy of turbulence increases, 

which intensifies the process of reverse mixing of the separated dust stream with the 

"clean" gas leaving the apparatus. In addition, at high inlet velocities, most of the dust falls 

out at a relatively short distance from the inlet, where it accumulates in large quantities on 

the cylindrical wall of the cyclone and increases its resistance. Therefore, the operating 

value of the cyclone inlet velocity is limited depending on the cyclone diameter. 

Another important aspect is the origin and nature of the particles themselves. For 

example, machining of carbon-containing composite materials is characterized by a 

significant dust emission, which contains carbon fiber residues, nanotubes, coal dust and 

epoxy residues. At the same time, the processing of this type of material with an abrasive 

tool increases the amount of dust that is carried away from the cutting zone (Bayraktar et 

al., 2016). Such phenomena lead to the occurrence of occupational diseases, especially in 

the absence of personal protective equipment for workers in contact with carbon materials. 

Existing computational complexes allow simulation the behavior of particles in 

various spatial configurations of the study area (Bai, 2017), while calculating statistical 

estimates of macroscopic parameters (density, temperature, pressure) in elementary 

volumes (Kumar et al., 2020; Biliaieva et al., 2019). 

However, all of these studies have some, in our opinion, significant limitations that do 

not allow us to speak about the convergence of computer simulation results with the data 

obtained during the field experiment, since a number of important factors were not taken 

into account when entering the initial data, and most quantitative indicators need to be 

clarified. These factors include the volumetric dust consumption and its fractionation, 

which are the basis for the calculation as the initial data for this research. 
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This paper deals with the mathematical and computer simulation of the process of 

movement of inhaled dust particles in a purification device, based on the principles of 

designing efficient modular devices that use centrifugal force to increase the performance 

of dust and gas cleaning equipment. The object of study is the proposed three-dimensional 

model of the device ("module") for air purification, which is a component of the overall 

purification complex. The subject of the study is the simulation of the movement of dust 

particles in the air flow of the specified device. The main tasks that arise when designing 

such "modules" are to increase the rotation speed and residence time of the contaminated 

flow inside such a device. Therefore, this work focuses on mathematical and computer 

simulation, which has become the main tool for studying complex processes and systems 

today, and on which modern approaches to the design of products for various purposes are 

based. The article contains a mathematical description of the principles of creating air 

purification systems, designing a 3D model of a purification device, and computer 

simulation of aerodynamic processes occurring in its working area. 

The scientific and practical value of the research results of this article lies in the fact 

that for the first time the regularities of aerodynamic processes occurring in the cylindrical 

body of the "centrifugation module" were determined by mathematical and computer 

simulation methods, which confirms the effectiveness of air purification by the proposed 

device and makes it possible to introduce it into mass production. 

2. Methods, tools and approaches to research 

The main research results of the article are based on the methods of critical analysis and 

logical generalization of the known results of scientific research in the field of simulation 

the technical mechanics of liquids and gases (Liu et al., 2019; Xiu et al., 2020; Zhou et al., 

2022). 

The research of this article is a logical continuation of the author's own theoretical and 

experimental studies in the field of mathematical and computer simulation, which are 

reflected in scientific articles (Chencheva et al., 2023; Salenko et al., 2020). 

The results obtained were validated by conducting a full-scale experiment in the 

working area. 

Computer simulation of particle motion can be divided into three stages: 

1) determining the initial conditions; 

2) changing the position of particles in space; 

3) visualization of the results. 

The initial conditions are the initial position of the particles, the number of particles, 

the initial vectors of the directions of movement in space, and the boundaries of the zones 

(in the form of continuous functions). The calculation step (the distance the particle travels 

in a given time period) and the calculation accuracy used to solve the problem of particle 

reflection from the zone boundary are also determined. 

Each particle moves towards the boundary of the zone. Determining the new position 

of the particle after reflection involves the following steps: 

1) selecting the boundary of the zone that the particle crosses in its trajectory; 

2) determining the point of intersection of the particle trajectory and the boundary; 

3) selecting the shortest distance from the initial position of the particle to the 

intersection point; 

4) calculating the normal for the function at the intersection point; 
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5) calculation of the new direction vector. 

All these parameters are calculated after each step (iteration). 

Today, similar tasks are successfully solved in rolled steel cyclone chambers, where 

dispersed materials are subjected to heat treatment. The flow velocity at the chamber inlet 

reaches 190 m/s at a Reynolds number of Re=100000. Significantly higher centrifugal 

accelerations are achieved in centrifuges, machines that separate heterogeneous systems 

in a high-intensity centrifugal field, which exceeds the acceleration of natural dust particle 

deposition by tens of thousands of times. For example, in gas centrifuges for isotope 

separation, due to the high rotor speed, the linear velocity at the periphery can exceed 600 

m/s. In this case, the product is concentrated near the chamber wall under high pressure, 

and a so-called vacuum core is formed in the rotor axis, which provides additional axial 

gas circulation inside the rotor. 

However, these devices are very complex and expensive. For example, the main 

working element in a centrifuge is a hollow rotor that rotates rapidly around an axis, with 

finishing coatings, heat treatment and precision manufactured to aviation standards. The 

high quality of workmanship and cost of a whole range of auxiliary devices, such as rotor 

supports, magnetic bearings, motors, etc. Each of these devices is unique. Consistent 

operation of centrifuge components requires fine-tuning and highly skilled maintenance. 

These features practically exclude the use of centrifuges for the separation of suspensions 

from flue and corrosive gases, however, the method of achieving powerful centrifugal 

fields created by them remains a promising task for research and development. 

 

 
 

Figure 1. Schematic of suspended solids separation by gas centrifugation in a fixed 

vessel using high-speed hydrodynamic jets 

 

 

In the proposed "centrifugation module", in order to preserve the above positive 

qualities of the centrifuge, it was decided to use a fixed body 1 – a cylinder with a cut-out 

90° sector, which at the same time serves as a negative electrode. The proposed device is 

equipped with a rotor of the drive mechanism 3 with a positive electrode 4 placed on it. 

The cylindrical body 1 is mounted on the side sheets of the removable hopper 3 at a level 

20° below the horizontal axis of the fixed body 1. On the right side, the side sheet is 

attached flush, and on the left side, it is overlapped with the body. In this case, on the left 
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side, a part of the fixed body 1 in the form of a wing guided by the flow stream hangs over 

the collection hopper 2 (Fig. 1). During the centrifugation of gas flows, the "wing" directs 

the sludge and dripping liquid deposited on the walls of the fixed body 1 into the 

removable hopper 2. 

The process of centrifugation of flue and corrosive gases in the proposed device is 

carried out by injecting hydrodynamic high-speed jets directed tangentially inside the 

fixed casing and co-directed with the flows of gases to be cleaned. To ensure the linear 

movement of the gas flow and the formation of a "vacuum core" along the casing axis, the 

hydrodynamic jets are fed with a 20° inclination to the vertical plane in the direction of 

the main flows inside the casing. The spiral motion of the jet allows the compacted sludge 

to be continuously discharged from the internal cavity of the fixed casing into the 

removable hopper. 

The regularities of hydrodynamic processes occurring in the cylindrical body of the 

centrifugation module can be considered by analogy with cyclone piercing chambers 

operating at high flow rates. 

All the mathematical dependencies used for the calculation are well-known in the 

context of applied technical mechanics of liquids and gases (Tannehill et al., 1997). At the 

same time, the equations are adapted in accordance with the research goal, taking into 

account the geometric parameters of the designed device and the conditions of its full 

functioning. 

The volume of gas flow passing through the cross-section of the enclosure can be 

determined from the equation: 

 

,22
tmkcmoog

LwrLwrV    (2) 

 

where r0 is the body radius; Lt is the length of the active turn of the gas vortex; rc is the 

current radius; wmk=wmoro/rc is the radial flow velocity. 

The resulting velocity vector is shifted relative to the angular velocity vector by an 

angle that causes the gas flow to move towards the axis and dust particles and condensate 

droplets to move towards the periphery of the chamber: 
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(3) 

 

where wmk=wmoro/rk is the angular velocity of the vortex flow. 

The conditions for the movement of a particle along a circular trajectory are described 

by the equation that reflects the equality of the gas pressure force on the particle and the 

centrifugal force acting on it: 
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(4) 

 

where ψ=24vp/dpwmkρg , and the physical properties of the gas are assumed to be at an 

average temperature. 

The head loss during the flow into the apparatus is estimated by the formula: 
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where μ=0.85 is the flow coefficient; F0 is the smallest cross-section of the Laval nozzle. 

The head loss during vortex formation can be calculated using the formula: 
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(6) 

 

where D0 is the diameter of the cylindrical body; d1 is the diameter of the separator outlet. 

The main hydrodynamic drag is concentrated in the fixed chamber, so a simplified 

formula can be adopted for the region Re=100000 (at an air velocity at the chamber inlet 

in the range of 190 m/s). 
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(7) 

 

where ΣF0 is the total area of the openings for the outlet of high-speed compressed air jets; 

FK is the cross-sectional area of the chamber. 

The leading role in the centrifugation process in the analyzed "module" is played by 

hydrodynamic accelerators with Laval nozzles, in which the compressed air outflow rate 

exceeds the Mach number (M>1). The opening angle of the jet plume in the open 

atmosphere is 23°, and in the compressed conditions of the plant vessel it reaches 50°. The 

compressed air flow rate from the Laval nozzle of a hydrodynamic accelerator can be 

determined by the formula for adiabatic flow: 
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(8) 

 

where γg is the specific gravity of the gas in front of the nozzle at pressure P1 ; φ is the 

leakage coefficient (for a nozzle with a cylindrical part and an angle of β=45° at l/d=0.18 

φ=0.75, at l/d=0.56 φ = 0.9); k is the adiabatic coefficient (for two-atom gases and air, 

k=1.4); g is the acceleration of gravity; P1 is the compressed air pressure before the nozzle; 

P2 is the pressure before the nozzle outlet, equal to 101300 Pa. 

Let us determine the air outflow rate from the nozzle of a hydrodynamic accelerator 

designed as a Laval nozzle and the compressed air flow rate per second under the 

conditions of air outflow into an environment with a pressure close to atmospheric 

pressure, i.e., where the pressure is lower than the critical pressure. In this mode of 

leakage, the pressure at the outlet of the nozzle is set equal to the critical pressure, and the 

leakage rate is equal to the critical rate, and the flow rate is maximum. The critical flow 

rate can be determined by the formula: 
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where R is the gas constant; T0 is the gas temperature. 

For comparison, the sound velocity at the nozzle outlet: 
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av  are pressure ratios. 

The compressed air consumption per unit hydrodynamic accelerator is determined by 

the formula: 
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where P1 is the air pressure in front of the nozzle; f is the nozzle cross-section; Vo is the 

specific volume of air in front of the nozzle. 
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Here h1 is enthalpy; u1 is internal energy. 

For two-atom gases, we have the following parameters under standard conditions: 

enthalpy h1=283.2 kJ/kg; internal energy u1=209.2 kJ/kg. From the relation for the ideal 

state of the gas h=u+RT, we find the gas constant: 
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(13) 

 

where T=273.6+20=293.6 K. 

The ratio of the leakage pressure Pl= 0.5 MPa and the space into which the leakage 

occurs Pav=0.1 MPa is β=0.5/0.1=5. Then the critical pressure for air Pcr=0.528 MPa. Let's 

check whether the critical velocity at the nozzle outlet is really established: 

 

028,05.0528.0
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(14) 

 

Therefore, the pressure of the space is lower than the critical pressure and the jet speed 

should be close to the sound speed: 
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The specific volume of air at a pressure Pl=0.5 MPa is determined by the formula: 
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The specific volume of air inside the accelerator cone, i.e. in the leakage zone, is: 
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Changes in compressed air temperature: 
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Let's determine the actual air leakage rate using the formula: 
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Thus, we can assume that the leakage rate is set equal to the local sound speed aзв . 

With a nozzle diameter of d=15 mm, the calculated area of the outlet section is 

f=0.000176 m2. Then the compressed air consumption per unit hydrodynamic accelerator: 
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After returning to normal conditions, the volume flow rate for the individual 

hydrodynamic accelerator: 

 

5.627293.15.483 V  m/h3

 
(21) 

 

Compressor units are selected based on the total flow rate V. The total volumes of the 

receivers are selected to be 40 % larger than the output capacity of the compressors. 

The main input data for the calculation are grouped in Table 1. The components of 

these data are the geometric parameters of the device and quantitative aerodynamic 

parameters. 
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Table 1: Initial data of preprocessing 

 

Calculated area of the original section 0,000176 m2 

Specific air volume inside the accelerator 

cone 
0.741 m/kg3 

Changes in compressed air temperature 244.6 К 

Volumetric flow rate 485.3 kg/h 

Dust fractionation 1–5 µm 

 

 

Additionally, the phenomenon of gravity in the corresponding spatial computational 

grid, as well as dust fractionation, are taken into account. A limitation of the simulation is 

the representation of dust particles in the form of a sphere. At the same time, taking into 

account the irregular shape of the particles can only be considered as each individual act 

of its single interaction, which does not allow achieving the research goal of testing the 

performance and efficiency of the proposed device. 

3. Research results 

3.1. Computer model 

Thus, the main technical characteristics of the centrifugation unit, which can be used in a 

"modular complex" for gas purification instead of typical cyclone devices with a larger 

diameter, have been determined. In particular, the speed at the nozzle outlet of the 

hydrodynamic device is more than 270 m/s. Further search for a basic unit was carried out 

with a view to ensuring a higher throughput capacity for gas flows, as well as increasing 

the efficiency of gas purification while reducing metal consumption, energy and cost costs. 

The result of solving the set tasks using mathematical and computer simulation 

methods is the proposed installation for deep dust and sludge collection, which is 

assembled according to a modular scheme. The "modular complex" uses a single body – 

a larger diameter pipe with supply and discharge pipes and hoppers for dust and sludge 

removal. The casing is divided into separate component sections, such as a dust collecting 

chamber, a catalytic reduction chamber, a multifunctional adsorption "centrifugation 

chamber", and a draft blower unit, which is based on a gravity chamber for condensate 

and sludge collection. 

The device comprises a large diameter cylindrical casing divided into 4 component 

modules (I, I, III, IV). Each module performs a specific function as a gas separation and 

purification stage and can be completed with a "modular complex" depending on the 

production needs. 

Module I is a dust settling chamber for primary gas cleaning. It consists of an inlet pipe 

1 with an elbow inserted at an angle of 30° into the body 2 of the dust removal chamber, 

a baffle diaphragm 3, a collection hopper 4 and a pneumatic conveying pipe 5. The 

velocity in the dust collecting chamber is within 10 m/s. Dust particles are deposited due 

to gravitational forces and changes in the direction of flow. 

Thus, in the proposed multi-sectional dust and gas collection module, gases are 

separated and purified using high-speed compressed air flows at high centrifugal velocities 

corresponding to the level of centrifugation. Hydrodynamic accelerators installed 
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tangentially at an angle of 20–25º to the vertical introduce high-speed compressed air 

flows into the internal cavity of the cylindrical casing and create a vortex (swirling flow), 

creating a vacuum (thrust) that reduces the overall aerodynamic drag of the plant. The use 

of dry catalytic neutralization of chemical impurities with a choice of adsorbents extends 

the versatility of the "modular complex", especially when capturing dioxins and 

polyaromatic hydrocarbons. 

The possibility of dosed dispersion of water or adsorbents allows for the combination 

of dry, condensation and wet dust collection processes by selecting the optimum 

adsorbents depending on the composition of flue and corrosive gases. 

The last stage of gas purification is a bladeless draft blower. In addition to gas 

purification and cooling, before being released into the atmosphere, the gas is provided 

with thrust throughout the cavity of the modular complex, which allows it to operate 

autonomously without the use of heavy thrusting devices in the high-temperature zone. 

The autonomous operation of the thrust-blower unit is ensured by the kinetic energy of the 

vortex flows in the centrifugation chamber and in the bladeless ventilation unit. The 

energy of the vortex flows is supplied by compressed air from the compressor unit. 

Additionally, a device for purification of gas media, including positive and negative 

electrodes connected to a source of electrical energy, creates an electric field in the 

interelectrode space, and is characterized by the fact that the positive electrode is made in 

the form of a flat cylindrical body and is installed with the possibility of moving in the 

opposite direction of the gas space supply relative to the fixedly installed negative 

electrode and creating an electric field between the electrodes. 

In addition, the device has a number of features that characterize it in certain cases of 

its execution, specific forms of its material embodiment or special conditions of its use, 

namely: 

– the positive electrode can be mounted on a platform that is fixed to the rotor of the 

drive mechanism; 

– the platform on the inner surface of the positive electrode can be equipped with a 

power supply, a voltage rectifier, a generator and a voltage multiplier connected in series; 

– the device can be equipped with a hopper for collecting particles deposited on the 

positive electrode. 

The technical result achieved by using this set of essential features of the device is that 

the movement of the positive electrode relative to the fixed negative electrode, which is 

the device body, provides an increase in the efficiency of polarization of particles of the 

contaminated gas space and their deposition on the outer surface of the positive electrode, 

as well as the possibility of continuous cleaning of this surface of the positive electrode 

without the need to stop the operation of the device. 

The model of the proposed device as an initial structural element in section is shown 

in Fig. 2. It was built using SolidWorks 3D simulation software. 
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Figure 2: 3D model of an air purification device in a section with boundary restrictions 

 

 

The device for purification of gas media contains a positive electrode and a negative 

electrode, the role of which is played by the device body. The positive electrode is made 

in the form of a flat cylindrical body and is mounted with the possibility of moving in the 

opposite direction of the gas supply relative to the fixed negative electrode (red circular 

arrow). The device is provided with a nozzle (green plane) for supplying the gas space to 

be cleaned into the space between the positive electrode and the negative electrode, as well 

as a nozzle (red plane) for discharging the cleaned gas space. The device contains a power 

supply, the output of which is connected to the input of a voltage rectifier, the output of 

which is connected to the input of a generator, the output of which is connected to the 

input of a voltage multiplier, the output of which is connected to the positive electrode. 

The device is equipped with a hopper for collecting particles removed from the gas space 

in the form of a cone (top is blue). The positive electrode is mounted on a platform 

mounted on the rotor of the drive mechanism (not shown). On the platform, on the inner 

surface of the electrode, there is a power supply, a voltage rectifier, a generator and a 

voltage multiplier. The device is equipped with a collection hopper for collecting particles 

deposited on the positive electrode. 

The contaminated gas space is fed into the space between the negative electrode and 

the positive electrode, which rotates in the opposite direction to the gas space feed. The 

particles of the contaminated gas space, falling into the electric field created in the 

interelectrode space, are polarized and attracted to the outer surface of the positive 

electrode. The electrical circuit of the device, which consists of a power supply, a voltage 

rectifier, a generator and a voltage multiplier connected in series, creates a voltage of 1 60 

kV or more on the positive electrode, which provides a high voltage of the electric field. 

The movement of the positive electrode relative to the fixed negative electrode towards 

the flow of the gas space to be cleaned, together with the high voltage of the electric field 

in the interelectrode space, significantly increases the efficiency of gas space cleaning. 
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The particles removed from the gas space under the action of their own weight fall into 

the hopper, which is subject to periodic cleaning. 

3.2. Experimental validation of the model 

To verify the theoretical positions, computer simulation was carried out using FlowVision 

software, the results of which are shown in Figs. 3–5. The simulation shows the movement 

of particles in the centrifuge in the form of vectors, complete fill and isolines (red – 

maximum values, blue – minimum or infinitesimal values). 

 

 

 
 

Figure 3. The velocity of particles in the air flow, displayed in vector form 

 

 

 

 
 

Figure 4. Concentration of particles in the air stream in the form of a complete flood 
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Figure 5. Concentration of particles in the air flow in the form of isolines 

 

 

Based on the simulation results, it can be concluded that the flow of the gas space 

corresponds to the theoretically justified one and, therefore, can be used to clean the air 

from fine dust particles in the "modular type" plant described above, and, in combination 

with an additional electrostatic precipitator installed at the outlet, will ensure the final 

purification of compressed air streams and its subsequent ionization, since over time, 

individual dust particles that could not be separated by centrifugation remain in the air 

stream. 

For example, there are many air treatment filters that are used in centralized and local 

ventilation systems for buildings and individual rooms. The vast majority of them are 

designed to clean the air from dust of a certain dispersion. The general disadvantage of 

such filters is their low efficiency, fixed level of air purification and changes in its ionic 

composition (deionization) due to electrification of filter materials (accumulation of static 

electricity). 

In terms of air purification, an electrostatic filter is more efficient and flexible in use. 

The disadvantage of this type of filter is that it does not practically deionize the air 

completely. The most suitable is an air electrostatic filter with air ionization. This filter is 

the closest analogue and was chosen as a prototype. The main disadvantage of the filter is 

that, at an acceptable and controllable air purification efficiency, its deionization in the 

filter is compensated by ionization due to corona discharges. This leads to uncontrolled 

generation of harmful amounts of ozone (O3) and nitrogen oxides (NO).х 

The technical problem to be solved by this utility model is to preserve the ionisation 

of natural air and to regulate the efficiency of air purification (dispersion of the absorbed 

dust) without the use of electrostatic effects. The goal is achieved by using a polymer with 

a non-electrifying surface as a filter material and adjusting the air purification efficiency 

by changing the filter material's seal. Fluor plastic was chosen as the filter material because 

it does not electrify during operation (it is astatic). 

The filter is constructed as follows: fluor plastic is placed in a cylindrical body 

consisting of two parts and a bolted connection. It is covered from above and below with 

a mesh of any mesh size for air to pass through. A top view and a longitudinal section of 

such a filter are shown in Fig. 6. 
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Figure 6. Electrostatic filter: top view and longitudinal section 

 

 

The movable parts of the housing 1 hold the filter media 4 in the inner part by means 

of bolt 2 and nut 3. The change in the dispersion of the dust retained by this filter is 

regulated by compression of the filter material by means of the nut 3. 

The use of computer simulation in the design of machines and mechanisms makes it 

possible to transfer the process of testing actually manufactured mechanisms to full-scale 

testing, which significantly saves material and time resources for the preparation and 

implementation of modern machines or mechanisms in production and guarantees their 

quality and reliability during operation. 

4. Discussion and suggestions for future research 

The generalized results of the study are important in several aspects that need to be 

highlighted. Firstly, the mathematical description of aerodynamic processes occurring in 

the dust collector made it possible to establish quantitative indicators of the key parameters 

of the functioning of the entire system, taking into account the geometry of the proposed 

device. Secondly, computer simulation made it possible to determine the velocity of 

particles in the dust collector and their concentration in its working area. It is worth noting 

that these data are fully consistent with theoretical data, which indicates that the proposed 

device is sufficiently efficient in air purification. Thirdly, the analysis of the patterns of 

particle concentration distribution showed that a certain amount of particles does not settle 

in the conical dust collector as a result of centrifugation, but continues to move in the air 

flow. This led to the recommendation to install an electrostatic filter at the outlet of the 

dust collector for the final purification of the respirable fraction of dust. The presented 

study complements the known data on the movement of particles in a two-phase flow in 

terms of a better understanding of the aerodynamics of the process. Thus, modern software 

tools allow us to obtain results that demonstrate full agreement with full-scale 

experiments, making it possible to implement technological systems by designing and 

testing both the geometry of the proposed devices and their operating conditions. Prospects 

for further research should be related to the assessment of the impact of all types of 

physical interactions, in particular, in combination with air ionization/deionization factors, 
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which will require additional calculation modules that take into account mathematical 

dependencies, which have not yet been fully derived. 

5. Conclusions. 

As a result of the comprehensive study, the following can be noted: 

1) the developed computer model allowed us to establish the parameters, 

characteristics, requirements and limitations of a real dust removal device. The velocity 

of particles in the air flow was determined and displayed in vector form, as well as the 

concentration of particles in the air flow, which is displayed in the form of complete fill 

and isolines; 

2) the flow of the gas space corresponds to the theoretically justified flow and, 

therefore, can be used to clean the air from respirable dust particles in a "modular type" 

installation; 

3) over time, some dust particles that could not be separated by centrifugation remain 

in the air stream, so an additional electrostatic precipitator must be installed for final 

cleaning; 

4) the assembly of cleaning devices in a "modular complex" allows to create a 

universal multi-stage plant that ensures complete dust and ash collection and gas 

neutralization. The sectional, "modular" layout reduces metal consumption, device cost 

and maintenance; 

5) the practical implementation of the "modular complex" allows to increase the 

efficiency of separation and purification of flue and corrosive gases within a wide range 

of dust and gaseous pollutants, significantly reduce the degree of air pollution, as well as 

the cost of construction and maintenance of treatment facilities; 

6) the use of the proposed device in comparison with all known analogues provides 

the possibility of effective cleaning of gas environments from industrial and household 

dust, as well as combustion products; 

7) tests of the efficiency of the electrostatic precipitator using special equipment have 

shown that the level of air ionization after passing through such a filter practically does 

not change (within the error of the device), preserving its natural qualities. The 

electrostatic precipitator, when adjusted to the standard level, absorbs dust of any 

dispersion encountered in production conditions; 

8) trial operation of the developed filter demonstrates its functionality, ease of 

manufacture, the ability to pass air in any direction with the same effect and the economic 

feasibility of using it in both centralized and local ventilation systems, buildings and 

premises. 

All of the above makes it possible to make a general conclusion about the sustainable 

operation of the designed technological system, which can be recommended for 

implementation in the production sector to create a safe working area for employees. 

 

 

 



 Mathematical and Computer Simulation of the Process of Movement of Particles  285 

 
 

 

References 

Bai, Y. (2017). Grey Mathematics Model for Atmospheric Pollution Based on Numerical 

Simulation. Chemical Engineering Transactions, 71, 679-684. 

https://doi.org/10.3303/CET1871114 

Bayraktar, S. Turgut, Y. (2016). Investigation of the cutting forces and surface roughness in milling 

carbon fibre reinforced polymer composite material. Materiali in Tehnologije, 50 (2016) 4, 

591-600. https://doi.org/10.17222/mit.2015.199. 
Birkhoff, G. Hydrodynamics. (2015). Princeton University Press. URL: 

http://www.worldcat.org/isbn/9780691625911. 

Biliaieva, V. V., Kirichenko, P. S., Berlov, O. V., Gabrinets, V. O., Horiachkin, V. M. (2019). 

Computer simulation of air pollution in case of dust cloud movement in open pit mine. Science 

and Transport Progress, (4(82), 18-25. https://doi.org/10.15802/stp2019/178556. 

Chencheva, O., Lashko, Ye., Rieznik, D., Cheberyachko, Yu., Petrenko, I. (2023). Research of the 

aerodynamic process of carbon dust removal from the working zone. Municipal Economy of 

Cities, 1(175), 208-220. https://doi.org/10.33042/2522-1809-2023-1-175-208-220. 
Zhou, G., Liu, Y., Kong, Y., Hu, Y., Song, R., Tian, Y., Jia, X., Sun, B. (2022). Numerical analysis 

of dust pollution evolution law caused by ascensional/descensional ventilation in fully 

mechanised coal mining face based on DPM-DEM model. Journal of Environmental 

Chemical Engineering, 10(3). https://doi.org/10.1016/j.jece.2022.107732. 
Kumar, A., Schafrik, S. (2020). Multiphase CFD simulation and laboratory testing of a Vortecone 

for mining and industrial dust scrubbing applications. Process Safety and Environmental 

Protection, 144, 330-336. https://doi.org/10.1016/j.psep.2020.07.046. 

Liu, Q., Nie, W., Hua, Y., Jia, L., Li, C., Ma, H., Wei, C., Liu, C., Zhou, W., Peng, H. (2019). A 

study on the dust control effect of the dust extraction system in TBM construction tunnels 

based on CFD computer simulation technology. Advanced Powder Technology, 30(10), 2059-

2075. https://doi.org/10.1016/j.apt.2019.06.019. 
Salenko, A., Chencheva, O., Glukhova, V., Shchetynin, V., Budar, M. R. F., Klimenko, S.,  Lashko, 

E. (2020). Effect of slime and dust emission on micro-cutting when processing carbon-carbon 

composites. Eastern-European Journal of Enterprise Technologies, 3(1 (105), 38-51. 

https://doi.org/10.15587/1729-4061.2020.203279. 

Tannehill J.C., Anderson D.A. and Pletcher R.H.: Computational Fluid Mechanics and Heat 

Transfer (2nd ed.), Francis & Taylor, Philadelphia, (1997), 1-774. 

Xiu, Z., Nie, W., Yan, J., Chen, D., Cai, P., Liu, Q., Du, T., & Yang, B. (2020). Numerical simulation 

study on dust pollution characteristics and optimal dust control air flow rates during coal mine 

production. Journal of Cleaner Production, 248, 119197. 

https://doi.org/10.1016/j.jclepro.2019.119197. 

 

Received February 27, 2024,   revised July 9, 2024,  accepted August 27, 2024  



Baltic J. Modern Computing, Vol. 12 (2024), No.3, 286-303 

https://doi.org/10.22364/bjmc.2024.12.3.05 

An Approach of ICT Incident Management Based 

on ITIL 4 Methodology Recommendations 

Dalė DZEMYDIENĖ
1
, Sigita TURSKIENĖ

1
, 

Irma ŠILEIKIENĖ
1,2

 
1Institute of Regional Development Šiauliai Academy Vilnius University, Vilniaus str. 88, LT-

76285 Šiauliai, Lithuania 
2Department of Information Technologies Faculty of Fundamental Sciences Vilnius Gediminas 

Technical University -Vilnius Tech, Saulėtekio ave. 11, Vilnius, Lithuania 

dale.dzemydiene@mif.vu.lt, sigita.turskiene@sa.vu.lt, 

irma.sileikiene@vilniustech.lt 

ORCID 0000-0003-1646-2720, ORCID 0000-0002-2019-6712,  

ORCID 0000-0002-1185-0970 

Abstract. The main goal of this research is to develop an approach for management of incidents of 

IT infrastructure library following the recommendations of the ITIL 4 methodology. This approach 

is provided for solving of ICT incidents more efficiently in an educational institution, focusing on 

the value creation of ICT services and their maintenance. When ICT infrastructure disruptions 

occur, ways and appropriate measures must be found to deal with incident management issues. 

The methods of  recognition of the ICT incidents are included in decision support subsystem by 

applying classification and prioritization methods. The issues of choosing the right software in 

order to more effectively automate the management are proposed by analysing the process of 

solving emerging ICT infrastructure incidents. Functional capabilities of Spiceworks Help Desk 

software are explored to help in registration and management of the incident resolution cases 

caused by ICT disruptions. The article examines ITIL incident management practices and methods 

of solving ICT incidents in an educational institution, which become one of the most important in 

ensuring the smooth and uninterrupted work of interoperable systems of education institution. 

Keywords: information technology infrastructure library (ITIL); information communication 

technologies (ICT); ICT incident management.  

1. Introduction 
 

The violations of information technology infrastructure library (ITIL) components are 

increasing nowadays and different types of ICT incidents can disrupt various links of 

infrastructure of ICT and the activity processes of services and their uninterrupted work 

in the institution. As the number of incidents in cyberspace increases, the problem of 

ensuring the smooth operations of ICT infrastructure arises in business enterprises, 

public sector and in educational institutions, where a consistent working process is 

carried out. This requires the continuous operation of the functions of interoperable 
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systems, provided by ICT infrastructure services (Axelos Limited, 2019; 2020; ITIL4 

Practice guide, 2023). In an educational institution, it is important to ensure 

uninterrupted work of ICT chains and to effectively manage ICT services, especially 

focusing on incident management practices and technologies.  

ITIL incidents refer to various ICT infrastructure disruptions and ICT service 

interruptions, such as, for example, disruption of the main server of the institution, 

power outages, computer network violations, violations of individual software modules, 

etc. and service performance degradation (Axelos Limited, 2021). Most often, incident 

management is integrated into the entire ICT service management process (Gillingham, 

2023; Darby, 2022; Dzemydienė et al., 2022; Kaplan, 2023). The purpose of ITIL 

incident management is to ensure the timely restoration of services to normal working 

conditions by restoring damaged ICT provision services, minimizing the impact of the 

breach resulting from various disrupted chains (Dzemydienė et al., 2023). 

The article presents ICT incident management recommendations based on the ITIL 

v4 methodology. The goal is to create an incident management and resolution algorithm 

that would enable effective incident management according to the set priorities. A 

method of incident prioritization is proposed, which is integrated into decision-making in 

the course of eliminating service disruptions. The research includes the analysis of 

computerized incident management systems and the application of these tools in solving 

cases of ICT disruption in an educational institution and managing their resolution 

process. 

Spiceworks Help Desk software was chosen for solving ICT incidents and 

performing the main management steps, which is free, has an easy-to-use interface, has 

automated incident registration and management, network monitoring, report generation 

and the ability to integrate with other ICT management systems, integrated remote 

access to user device function. 

Innovative ICT, such as service-oriented architecture, cloud technologies, application 

of templated scenarios, creation of open data access, provides opportunities for more 

intensive development of data exchange and reuse of data and increases the efficiency of 

services. The legal acts of the Republic of Lithuania and the directives of the European 

Union (EU) oblige to move to more effective forms of digitization and integrative 

possibilities of information systems (IS) (Lithuania's Progress Strategy "Lithuania 2030", 

2012). 

The legal and technical base in the public sector is sufficiently prepared, harmonized 

and meets EU requirements and standards for the use of official systems (Lithuania's 

Progress Strategy "Lithuania 2030", 2012). However, educational institutions are still 

hesitant to move to the innovations and opportunities of innovative tools. There is a 

sense of digital differentiation in the use of administrative tools. There is a lack of an 

integrated, coordinated approaches, which can enable the adaptable application of 

information resources, their implementation in the infrastructure of educational 

institutions at all levels. 

The specificity of the management of educational institutions means that employees 

of all levels share the coordination of management, working groups and activity 

planning. Participating at each level, the main customers - teachers, middle managers, 

managers - are interested persons who strive for the implementation of common goals, 
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and their work principles are transferred to the operational processes of information 

systems (IS) that enable the development of automated systems. The benefits of ICT 

management in education have implications for better collaboration between the school 

as an administrative unit, parents and external institutions and local authorities. The 

management of ICT services influences the productivity and efficiency of the work of an 

organization, company or institution, the dependence on paper documents decreases, an 

organized information and service transmission system is created, which considers the 

needs of the institution (DESI, 2022). Institutions that do not implement ICT service 

management innovations have risk for losing of the ability to effectively manage 

complex processes. 

The aim of this research is forwarded for development of approach of 

implementation of ITIL 4 methods for analysis and maintaining of the infrastructure of 

ICT of educational institution. The objectives of this research are concerning the 

development of constructional structure of description of activities of educational 

institution for developing of ICT library following to requirements of the ITIL 4 

methodology. The set of recommendations are provided for analysis of ICT 

infrastructure management services by showing more possibilities of modern ITIL 4 

methodology application tools. The objectives are realized by showing the possibilities 

through the solving some problems of ICT service management according to detecting of 

ICT incidents and realizing them. The results are related to the development of ICT 

functional capabilities for the modernization of the work of secondary education 

institution, by demonstrating the advantages of ICT management services. The results of 

experimental research enable to provide recommendations for selection of ICT 

infrastructure management tools and demonstrate their functional advantages. The 

experimental results with additional forms of integrated information systems (IS) helps 

to form a new understanding of value acquired through ICT infrastructure development 

and services efficiency. The article describes how the development possibilities of ICT 

management services are accesses, and how it is possible to implement by the certain 

methodology and tools, which become significant in the works of educational institution. 

The implementation strategy of methodology of ITIL 4 is recommended for the 

application for ICT infrastructure management services by realizing optimization of 

administrative processes in the educational institution.  

The content of this article is separated in chapters. In 2 Chapter is presented the 

review of practices of IT incident management and describes main principles. The 3 

Chapter presents the main stages of our proposed method for categorization of incidents 

during diagnostic stage and algorithm which is implemented into the management of 

ICT incidents. The 4 Chapter is devoted for representation of experimental research 

results of proposed methodology for management of ICT incidents in the infrastructure 

of concrete educational institution. In Conclusions we are summarized our obtained 

results and present the recommendations of ICT management for educational 

institutions. 

2. Review of practices of management of ICT incidents and 

ITIL 4 methodology recommendations 
 

The continue and not interrupted ICT work implies effectiveness of economy and work 

of business enterprises (Dzemydaitė and Naruševičius, 2023; Dzemydienė et al., 2022). 
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But we deal with the problem of ICT interruptions. In the past, detection of ICT 

incidents was mainly based on information from end users and ICT professionals.  

Various ICT incident resolution methodologies are offered in scientific and practical 

activities (Palilingan and Batmetan, 2018; Danby, 2022; Thirhappa, 2023). However, it 

is the ITIL methodology and its latest version - ITIL 4 implies into the value of ICT and 

covers the most important aspects of ICT incident management (Axelos Limited, 2020; 

ITIL 4 Practice Guide, 2023). ICT incident management methodologies and specialist 

practices attempt to ensure that periods of unplanned service unavailability or 

degradation are kept to a minimum (Shepherd, 2019, Howells, 2020). This is made 

possible by two main factors: early detection of incidents and rapid restoration of their 

normal operation. ITIL v4 refers to incident management as a service management 

practice that describes the key activities, inputs, outputs and roles of those involved in 

the resolution process (Thirthappa, 2023; Key ITIL Concepts, 2023). Based on these 

guidelines, institutions are advised to create an incident management process that meets 

their specific requirements and operational specifics (ITIL 4 Practice Guide, 2023). 

Many incident management practices are divided into certain phases, with the key steps 

of incident management and periodic incident review important, and where each step is 

followed by an abstract sequence of actions (ITIL 4 Management Practices, 2023). 

Modern good management practices suggest detecting and logging incidents as soon 

as they occur, before they affect users. Implementation of this method for ICT incidents 

management (Axelos Limited, 2021) has many advantages, according to: 

• shortened duration of service unavailability or deterioration; 

• higher quality raw data supports the correct response and resolution to incident 

resolution, including automatic inclusion of a resolution method, based on the resolution 

of previous analogous cases; 

• some incidents remain invisible to users, thus improving user and customer 

satisfaction; 

• some incidents can be resolved before they affect the agreed service quality of 

customers, improving perceived service and officially reported service quality; 

• incident-related costs can be reduced. 

The incident detection process is enabled by monitoring of conditions of ICT work, 

event management practices and implementing of right software for managing of 

incidents. Our proposed approach is based on the inclusion of event categorization 

method for diagnosis and management process that differentiate incidents from 

informational events and alerts.  

Effective incident resolution can become a permanent way of dealing with significant 

issues in their aftermath. If the incident is not resolved in a timely manner, the issue 

remains in an error state and should be addressed through documentation when related 

incidents occur. Each documented solution should include a clear definition of the 

symptoms to which it applies. In some cases, the solution to the ICT incident can be 

automated. For other incidents, you need to find a way to fix the error. This is part of 

error control. Error control activities manage known errors, which are issues for which 

initial analysis has been completed; this usually means that faulty components have been 

identified. Error control also includes the identification of potential permanent decisions 
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that may be subject to a change request, but only if this can be justified by the costs, 

risks and benefits.  

 

 
Table 1. List of components of ITIL implemented in X Educational institution 

 
The ICT infrastructure of X Educational institution 

N
o
 

Activities/

functions 

Hardware and Computer networks 

Systematic 

standardized 

software 

Applicational software 

Types of 

Networks 

(WAN, 

LAN, 

WIFI, 

INT) 

Computer 

Work 

Stations 

Other Tech-

nology 

Operation systems. 

Cyber Security 

systems 

Application Software 

Systems and Web Tools 

1. 

Manageme

nt of 

informatio

n and 

communic

ation 

WAN, 

LAN, INT 

(until 1 

Gb/s, 

WIFI (~ 1 

Mb/s, - 

~200 

Mb/s). 

INT - fiber 

optic 

connection 

through 

LITNET 

1. Ethernet 

144 and 

more 

stationary 

working 

educationa

l and 

teaching 

stations. 

2. Wi-Fi – 

~600 

laptops 

and smart 

devices. 

Software of 

Internet 

control: 

1. Ethernet 

routers and 

switches, 

~ 4 controlled 

and ~ 6 not 

controlled; 

2. Wi-Fi 

access 

through 

MIKROTIK 

RB760iGS 

routers and 

switches 

UNIFI 

US24P250, 

26 Wi-Fi 

points UNIFI 

U7LR. 

Operation systems: 

1. Stationary work 

station OS – MS 

Windows 10/11. 

2. Smart devices with 

OS Android.; 3. 

Smart devices with 

iOS. 

Security systems: 

1. In stationary work 

and educational 

stations – standard 

MS Windows OS 

safety toolkits 

2. LITNET supported 

Ethernet and Wi-Fi 

Internet access data 

monitoring and 

filtering system using 

Fortigate with UTM 

software. 

LITNET provides a 

monitoring and filtering 

system for Ethernet and Wi-Fi 

connection to the Internet 

Arrangement of Internet 

explorer systems and 

interoperable connection 

software for Data bases and 

data warehouses 

1.

1 

Internet 

and cloud 

for 

communic

ation and 

informatio

n sharing 

WAN, 

LAN, INT 

(~ 1 Gb/s, 

WIFI (~ 1 

Mb/s, 

~200 

Mb/s). 

INT fiber 

optic 

connection 

via 

LITNET 

All PCs 

and smart 

devices 

 

In „Google For 

Education platform 

applied safety and 

filtering systems  

The Google For Education 

platform provides applications 

for stationary work and 

learning places and smart apps 

for phones, tablets and smart 

screens. 

Office 365 platform provided 

to schools by emokykla.lt. 

The official page of the 

organization - program 

PyroCMS, Inc 0.17 s | 14 mb 

v3.3.3 

1.

2 

Manageme

nt of web 

site of the 

institution 

All jobs and  

Cloud service stations 

Only employees 

authorized by the 

institution can 

connect to the content 

management systems 

(CMS) and domain 

management system 

of the website. 

1. Web platform for managing 

of web site of educational 

institution;2. the internet 

system: iv.lt -web client 

system for internet site 

management and domain 

control and internet service 

support plan realization.3. The 

system wolet.lt - virtual server 

services for web site hosting 
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The effectiveness of incident solutions should be evaluated each time a solution is 

used, as the solution can be improved based on the evaluation (Palilingana and 

Batmetan, 2018). Problem management activities are very closely related to incident 

management. Practices must be designed to work together in the value chain of 

organization. The activities of these two practices can be complementary (for example, 

determining the cause of an incident is a problem management activity that can lead to 

incident resolution), but they can also conflict (for example, investigating the cause of an 

incident can delay the actions needed to restore service). Examples of links between 

problem management, risk management, change enablement, knowledge management 

and continuous improvement include.  

ICT specialists, which are responsible for diagnosing problems, often need the ability 

to understand complex systems and think about - how various failures could have 

occurred. Cultivating this combination of analytical and creative skills requires 

mentorship and time, as well as appropriate training. For these needs applicable became 

the construction of ITIL as componential and multi-layered infrastructure library, from 

which the ICT specialists can decide about destroyed components and their relationship 

with other software components and their dependencies. The part of such components of 

ITIL in concrete X Educational institution is presented by their relationships in Table 1. 

All components of ICT library are analysed in our previous work (Dzemydienė et al., 

2023).  

There are important to extract the set of activities, which are applied in the ICT 

incident management practices. The activities, which are related to ICT incident 

management and highlighted as the most important and described in the practice 

recommendations are shown in Table 2. 

 
Table 2. Different incident management activities related to ICT incident management practices 

 

Activity Related practices 

Investigating the causes of ICT incidents Such works are solving in problem management stage  

Communication with users Activities in responsibility of ICT Service department 

Implementation of changes to products 

and services 

Such works are solved in stages of change 

enablement; deployment management; project 

management; release management; software 

development management 

Monitoring the activities of technologies, 

teams and suppliers 

Continues monitoring and event management with 

software 

Management of improvement initiatives Continuous improvement 

Management and fulfilment of service 

requests 

Management of service requests implement the Help 

desk software 

Restoring normal operations after a 

disaster 

Responsible the Service Continuity Management 
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As the ITIL 4 methodology is universal and flexible, its recommendations only 

indicate the direction and not specific solutions.  

3. The approach of formalization of the decision support 

activities for solving ICT incident management problems 
 

Problem management activities can be organized as a specific case of risk management: 

they aim to identify, assess and control risks in any of the four dimensions of service 

management. It is useful to adopt risk management tools and techniques for problem 

management. Implementing a solution to a problem is often outside the scope of problem 

management.  

Issue management typically initiates resolution through change enablement and 

participates in post-implementation review and approving and implementing changes 

(Figure 1). 

Therefore, the ITIL4 incident management flow chart (Figure 1) has 6 steps, which 

often do not answer all the questions that arise. Therefore, according to the specified 

direction, it is recommended to create sequences of decisions, actions and processes that 

meet the needs of your institution. 

The algorithm allows actions to be taken when a certain incident occurs and specifies 

a sequence of actions to resolve the incident. Since ITIL 4 recommends describing the 

processes by adapting them to your organization, the incident management process of a 

specific organization can change significantly. In addition, problem management can use 

knowledge management system information to investigate, diagnose, and resolve 

problems. Problem management activities can identify opportunities for improvement in 

all four dimensions of service management. In some cases, solutions can be treated as 

improvement opportunities, so they are entered into a continuous improvement register 

(CIR) and continuous improvement methods are used to prioritize and manage them, 

sometimes as part of backlog products. Many problem management activities rely on 

employee knowledge and experience rather than following detailed procedures. 

The component-based ICT infrastructure of education institutions is shown in Figure 

2. It shows that a modern school has a substantial ICT infrastructure, including managed 

and used information systems, IT services and hardware (here, LMS – Learning 

Management System, LDAP/AD -LDAP or Active Directory; DMS- Document 

Management System; CMS- Content Management System, SMTP – e-mail server). This 

IT infrastructure is becoming difficult for schools to manage, and therefore requires a 

centralized Service Desk and software to manage it efficiently and respond quickly to 

incidents. 
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Figure 1. The algorithm of processes of management (including recognition and categorization 

stages) of ICT incidents (designed by using BPML notation) 
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Centralized 
IT services  
layer 

School IS  
layer 

OS layer Windows OS Android OS 

Microsoft 365 SMTP CMS Smart Boards 

LMS 

Online diary 

E- learning content  

E-school services 

Teachers' register Pupil register 

Examination system 

DMS 

LDAP / AD Service Desk 

Figure 2. Component-based IT infrastructure of the educational institution 

 

 

 

To deal with one of the problems of evaluation of priority of incidents of ICT 

infrastructure we propose such decision support model in which is introduced the utility 

function for the different kind of messages about concrete incident. Such messages are 

evaluated and stored in the weighted context matrix ( ML) for every activated l message 

(m) about incidents from n layer of ICT infrastructure.  
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The utility of the messages about incidents can be weighted in a function which 

assigns a value to each message about incident to be disseminated. The value is 

calculated by the equation (2): 

  nj,...,liPrcrmExHTyd iiijjjLij
,...,1= ,1= ,

          (2) 

where Ty is the type of destroyed data which values are from the section [1;3]. The 

values form such section are obtained as follows: (1— the incident is evaluated as not so 

much important, 2—important, 3—very important). H is the parameter in the interval [0, 

1] showing two possibilities: 

if the data should be used for historical saving (1) or not (0). Ex is the parameter in 

the interval [1–4] showing the destroying software infrastructural level (1— for level of 

Operation systems; 2— for level of IS and own administration systems; 3— for level of 

other IT services; 4— for level of centrally administrated systems and services) and cr is 

the coordinates of the software location.  
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The priority of the message (Pr) is calculated by formula: j

j

A

I
1=Pr j

 and it is 

normalized with values falling in a predetermined interval [1–3], where 3 means that the 

message about the incident priority is critical and it must be disseminated immediately, 2 

means that the message about the incident have medium priority, and 1 means that the 

message about the incident is not important and can be suspended or rejected. Ij is 

importance of the message about incident in the interval [0, 1] where 0 is when very high 

importance is related message and 1 is not so much importance related message. Aj  is 

message age function with normalized values in predetermined interval [1, 2, 3] which is 

calculated by (3) where TM  is difference between current and message compilation 

time. 


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               (3) 

The predictive utility of the incident message is based on assigning of weights by a 

function that assigns a value to each message, enabling to recognize the priority of 

incidents and to be passed to the recipient entity. The value is calculated according to 

the formula (2). 

According to ITIL recommendations, after registering an incident, it is suggested to 

move to its categorization stage (Figure 2). This phase consists of a 2-part incident 

categorization and prioritization. During the categorization phase, incidents are grouped 

by importance and complexity. Greater granularity is also possible to facilitate their 

management and analysis (Table 3). 

Categorization helps isolate and group incidents based on their nature, such as 

software errors, equipment failures, or service disruptions. It is important to prioritize 

disruptions, considering the impact of the incident on the operation of the educational 

institution and its urgency. 

In the prioritization phase, incidents are analysed according to impact and urgency 

and their levels in order to manage and resolve them more effectively (Table 3).  

Priorities are divided according to the impact of the incident on the operation of the 

institution and according to how quickly the incident needs to be resolved. The impact 

level indicates how strongly the service disruption affects the organization's operations 

and the organization's users. Urgency indicates a measure how long it will be until an 

incident has a significant impact on the business. It is important to decide how long an 

incident affected the service itself, whether it is completely disrupted and cannot be 

used at all, whether the service can be used partially, etc. Each organization should 

develop descriptions of impact, urgency and priorities based on its activities. 
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Table 3. Categories for assignment of priorities for importance of incidents 

 

  Impact on the disruption of the institution activities 

 Priority Critical Tall Average Low 

P
ri

o
ri

ty
 

ac
co

rd
in

g
 

to
 u

rg
en

cy
 

Critical 1 1 2 3 

Tall 1 2 3 3 

Average 2 3 3 4 

Low 3 3 4 5 

 

 

5-level priorities are most commonly used according to (Danby, 2022): 

Priority 1 - awarded when an ITIL incident resolution response can be provided 

within 10 minutes and incident resolution can take up to 3 hours. 

Priority 2 - is given when an ITIL incident resolution response can be provided 

within 20 minutes and the incident resolution duration is up to 6 hours. 

Priority 3 - given when an ITIL incident resolution response can be provided within 1 

hour, incident resolution duration up to 2 working days. 

Priority 4 - given when an ITIL incident resolution response can be provided within 5 

hours, incident resolution duration 5 working days. 

Priority 5 - given when an ITIL incident resolution response can be provided within 1 

day, incident resolution duration up to 2 weeks. 

When dealing with incidents, it is very important to assess whether the incident may 

affect other areas of a measure how long it will be until an incident has a significant 

impact on the business ICT. During the elimination of the consequences of the incident, 

the possibility of the spread of the incident and the possible impact on other areas of ICT 

are investigated. 

After eliminating the incident, it is necessary to document it, i.e., to describe what 

incident happened and to supplement the knowledge base with the methods of solving it. 

The knowledge base must describe the resolution of the incident related to the signs of 

the occurrence of the incident. 

 

4. Experimental research of the approach for ICT incident 

management in an educational institution  
 

According to the recommendations of the ITIL 4 methodology, it is important to 

properly create a knowledge base covering as many typical procedures as possible, 

which describes the execution processes and the occurrence of certain incidents and their 

resolution methods. An educational institution needs to implement standardized cyber 

security measures and it is important to follow them. The incident management process 

is considered successful, the result of which is the resolution of the incident in a fast and 

optimal way, minimizing the impact on service users. The institution, considering its 

ICT infrastructure and services provided, must create clear and effective incident 

resolution procedures. 
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During the experimental study, incidents in the educational institution were recorded 

using the Help Desk system. Before recording incidents, it is necessary to describe 

exactly what will be considered an incident. Axelos (2019) compiled guidelines that 

enable an incident recognition scheme (Figure 3) that indicates when an event can be 

recorded as an incident and when an event is not considered an incident. 

 

 
 

Figure 3. The algorithm of ICT incident solving 
 

 

Once an event is determined to be classified as an incident, it is logged in the Help 

Desk system. Incident management requires a clear description of the process. In the 

ITIL incident management diagram (Figure 3), it can be seen that incident management 

is divided into three parts. The first part is registration in the Help Desk system, after 

which registered incidents are categorized and prioritized. After the incident is resolved, 

a report and response are prepared to responsible staff and users about the complete 

resolution of the incident. 
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If it is determined that it is an incident that requires specialized assistance for its 

solution and the defined category and assigned priority, the management of the incident 

is transferred to the institution's ICT technical support. After investigating the incident 

and reviewing the available knowledge base article, a solution is found to restore the 

service and, if necessary, additional knowledge base article is added. If the incident 

cannot be resolved, it is transferred to other specialists, for example for internet 

providers, technical support of various registers, administrators of e-school accounts, 

administrators of e-services, etc. 

Because ITIL 4 is focused on the user and value creation, almost all events are 

treated as incidents. In the educational institution, it was decided to follow such an 

approach that any disruption of ICT services during which the user faces disruptions and 

inconveniences of disruption of ICT services will be considered as an incident. The 

scheme of the incident recognition algorithm (Figure 3) was used as the main tool for 

deciding the type of incidents that occur. 

Categories whose violations affect priority assignment can be: 

• Software failure; 

• Network failure; 

• Printer failure; 

• Computer system software failure; 

• Failures of projectors and smart screens; 

• Email mail failures; 

• Other equipment failures. 

 

 
 

Figure 4. The monitoring of ICT incidents in Help Desk – Spice work package 

 

 

However, within the institution, the teams involved in incident resolution are limited 

in resources and are often involved in other types of work at the same time. Some 

incidents should be prioritized over others to minimize the negative impact on users and 

optimize the use of resources (Axelos Limited, 2019). 
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In the educational institution, it is recommended to give priorities according to 3 

levels: 

• High-level - response to ICT incident resolution is possible within 15 minutes, 

incident resolution time up to 2 hours. 

• Medium level - response is possible within 30 minutes, incident resolution time up 

to 8 hours. 

• Low level - response is possible within 1 hour, incident resolution time up to 3 

days. 

After creating the priority matrix, it is necessary to determine the feedback and 

solution time intervals for each level. The organization must clearly define which 

incidents are high-level and which are low-level priorities based on urgency and impact. 

There can be no ambiguity. It is recommended to divide the level of impact of the 

incident according to how many users experience the inconvenience caused by the 

incident. 

Possible categorization of incidents and examples of incidents by priority level: 

• High level - failure of the institution's server, failures of the main network switches 

or routers. Those failures affect a large group of workers. 

• Medium level - failure of the computer in the training class, Internet problems in 

one class. These are equipment failures or ICT service disruptions that affect a very 

small number of users, but have a significant impact on their operations. 

• Low level - network printer failure, institution library computer failure. These 

failures do not significantly affect the educational process of the institution. 

The Spiceworks system provides an opportunity to solve different types of faults 

(Figure 5). This system can help not only when administering several departments of the 

institution, but also when you want to test new configuration settings or changes and you 

don't want to distort the data in actual work. 

During the entire 3-month incident registration period, 22 potential incidents were 

reported, of which 18 were reported by phone, 3 were reported by email, and one was 

reported through the incident reporting portal. During the experiment, it turned out that 

registration by phone is the easiest and most reliable method for employees of the 

institution. 

Of the 22 reports of potential incidents received, 9 were false incidents. A false 

incident can be defined as the inability to properly use ICT services due to improper user 

actions.  

Of the 13 registered incidents, their failure categories were distributed as follows: 

• 6 network failures; 

• 3 printer failures; 

• 2 computer equipment failures; 

• 1 failure of projectors and smart screens. 

• 1 email failure. 

The registered incidents were divided according to priorities: High priority - 5, 

Medium priority - 5 and Low priority - 3. The percentage of high priority incidents is 

unusually high, because the network failures affected a large part of the users, so the 

solutions to the incident had to be implemented quickly. 
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Incident management metrics are an important part of ICT service management as 

they help organizations monitor how effectively ICT disruptions and incidents are 

handled. Metrics can cover a variety of aspects, from the number of incidents to the time 

it takes to resolve them. Table 4 provides key practice metrics that should be applied 

depending on the institution's context, such as incident priority levels, expected incident 

resolution periods. 

From the list of key incident management evaluation parameters, it follows that the 

weakest point is in automation. Both the early detection of incidents and their automatic 

resolution are not properly included in the institution's incident management. There is no 

clear indication of user satisfaction with incident management and resolution, as there is 

no integrated assessment tool in incident management reports. Incident management and 

resolution times do not exceed the times assigned to the priority levels. 

A maturity model is used to check how one of the good practices can be applied in 

the ICT management of the institution. The ITIL Maturity Model defines the following 

competency levels for any management practice:  
 

 

Table 4. Main parameters of incident removal detected during the experimental 3 months period 

 
Practiced success 

factors 
Main evaluation parameters Results 

Detect incidents early 

 

Time from incident occurrence to detection. Δt is 1 working day period 

Percentage of incidents detected by event 
monitoring and management. 

0% 

Fast and efficient 

resolution of incidents 

 

The time from the detection of the incident to 

the start of the diagnosis. 
High level, when Δt< 11 min. 

Time of diagnosis. Intermediate level, when Δt < 

25 min. 

Number of assignment changes. Low level, when Δt < 1 hour 

The percentage of waiting time in the total 
incident management time 

High level , when Δt < 15 min. 

First time solution frequency. Intermediate level, when Δt < 

30 min. 

Fulfillment of the agreed solution time. Low level, when Δt < 45 hrs. 

User satisfaction with incident management 

and resolution. 
Is expressed in grade [0;5] 

Percentage of incident that was resolved 
automatically. 

0% 

Percentage of incidents resolved before 

notifying users. 
77% 

Continuous 
improvement of 

incident management 

Incident resolution percentage using 
previously identified and recorded solutions. 

100% 

Percentage of incidents resolved using 

incident patterns. 
There are no exact data 

Improving key practice indicators over time. 0% 

Balance between incident resolution speed 

and efficiency metrics. 
0% 

 
Δt – is time duration spending on the process 
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Level 1. The practice is not well organized; it is executed as initial or intuitive. It 

may occasionally or partially achieve its goal through an incomplete set of activities. 

Level 2. The practice systematically achieves its goal through a core set of activities 

supported by specialized resources. 

Level 3. The practice is well defined and achieves its purpose in an organized 

manner, using dedicated resources and relying on inputs from other practices that are 

integrated into the ICT service management system. 

Level 4. The practice achieves its goal in a highly organized manner, and its results 

are continuously measured and evaluated in the context of the service management 

system. 

Level 5. Practice continuously improves organizational skills related to its purpose. 

For each practice, the ITIL Maturity Model defines criteria for each capability level 

from level two to level five. According to these criteria, the practice's ability to fulfil its 

purpose and contribute to the institution's ICT service value system can be assessed 

(Axelos Limited, 2019). 

The most important aspects of implementing ITIL incident management practices in 

an educational institution according to (Thirthappa, 2023) are: 

• Inclusion of regular instructions for user’s instructions: clear instructions must be 

provided on how to report incidents and what to do in the event of an incident. 

• Organizing the feedbacks: is necessary to regularly collect feedback from users and 

adjust processes based on the information received. 

• Applying the flexibility of adaptation of alternative software during incident’s 

solving process: IT specialists have to be able to adapt to changing needs and 

circumstances in the educational environment. 

• Forming of innovative organizational ICT culture: in ICT culture that values 

openness and learning, employees are more likely to actively participate in incident 

management processes, share ideas and learn from incidents. The culture encourages a 

proactive approach to incident management, emphasizing learning and improvement 

rather than assigning blame. 

• Organizing of responsible employee training: provides employees with the 

necessary skills and knowledge to effectively respond to incidents, helps to better 

understand the incident management process. In a culture that encourages learning and 

development, employees are better equipped to handle incidents, allowing for faster and 

more effective decisions. 

The involvement and commitment of managers and leaders promotes a fair and 

effective incident management culture. They can invite open communication, support 

learning opportunities, and lead by example. 

Conclusions 
 

An approach of ICT incident management is proposed in this article. The approach 

includes all stages of ICT incident management: from the ICT service management 

analysis of the educational institution, until identifying of the weak links for proper 

incident management. Among the weaker ones, we can mention the unforeseen 

procedures that must be solved by ICT employees, in the event of technical disturbances, 
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the failure registration and decision-making process is not carried out, the training of 

employees is not carried out systematically or not at all, attention is not paid to the 

creation of the institution's ICT culture. 

In order to solve information technology infrastructure incidents, we apply the ICT 

incident management practices recommended in the ITIL 4 methodology, providing for 

specific steps to eliminate incidents, assigning responsible persons and choosing 

appropriate software tools for incident management, and training employees on how to 

react to incidents of the appropriate type. 

Based on best practice metrics, it is recommended to create a knowledge base to store 

knowledge about incident resolution actions. 

The experimental study showed that it is often difficult to determine the time interval 

between the occurrence of an incident and its registration, because incidents are 

registered only when users encounter disruptions in ICT services. Monitoring and event 

management practices, monitoring systems, and incident management software were 

used to address this issue, which enabled easier identification of incident types and 

immediate initiation of the resolution process. 

Based on the data of the conducted research in accordance with the recommendations 

of the ITIL 4 methodology, it is proposed to organize incident management in an 

educational institution starting with incident registration, classification, decision-making, 

and solving the incident. Then the preparation of reports and the expansion of the 

knowledge base are prepared. Regularly review and improve incident management 

processes based on research and experience. This includes updating the processes, tools 

and methods used. Promote cooperation with other educational institutions and ITIL 

experts, sharing best practices. 
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Abstract.  The rapid rise in the popularity of cloud computing can be attributed to its inherent 

advantages. However, its expanding infrastructure leads to higher energy consumption and 

increased network latency. Virtual machine consolidation (VMC) and dynamic power 

management (DPM) are popular methods to improve energy efficiency. However, these energy-

saving approaches are incompatible with data replication. Our approach in this study is called 

EnE-Rep, that categorizes cloud data center nodes based on workload and applies targeted 

strategies for each category. In addition, EnE-Rep leverages a robust collection of components 

including a load manager, energy monitor, and replicator for achieving energy-efficient data 

replication. Furthermore, intelligent placement decisions are made based on key factors like CPU 

utilization, server proximity, available bandwidth, and memory usage. Finally, CloudSim 

simulations validate the effectiveness of EnE-Rep, demonstrating significant reductions in energy 

consumption alongside improved performance metrics such as VM migration frequency, host 

shutdown rate, and data access time. 

 
Keywords: Carbon Emission, Cloud Computing, Energy Efficiency, Data replication, Data center, 

Data-Intensive Computing. 

 

1. Introduction 
 

The rapid proliferation of cloud computing within the contemporary technological 

landscape can be attributed to its inherent advantages such as its ability to leverage a 

pool of shared resources that are readily scalable to meet user demands (Balakrishnan et 

al., 2017), Ruan et al., 2013). Cloud networks function by aggregating heterogeneous 

computing nodes from diverse locations. These nodes are then dynamically provisioned 

to users on an as-needed basis, offering a flexible and cost-effective solution. Service 

Level Agreements (SLAs) further govern the specifics of these cloud services, outlining 

performance guarantees and resource allocation. This 'on-demand scalability', a key 

feature of cloud computing, allows users to dynamically adjust resource utilization based 

on their evolving needs (Ding et al., 2015). Consequently, the scalability feature is 

mailto:maalghobiri@kku.edu.sa


 EnE-Rep: An Energy-Efficient Data Replication Strategy for Clouds  305 
 

 
further bolstered by the "pay-as-you-go" pricing model, a revolutionary aspect of cloud 

computing (Buyya, 2009). By eliminating the need for upfront hardware and software 

investments, cloud computing empowers businesses to streamline operations and 

dedicate resources to core competencies (Beloglazov et al., 2012).  Furthermore, 

economies of scale achieved through shared infrastructure contribute to the significant 

cost-effectiveness that drives widespread adoption of cloud computing solutions. 

       According to a report by CISCO, a staggering 94% of the total workload was 

processed by cloud computing in 2021. This widespread adoption can be attributed 

primarily to the ability of cloud infrastructure to provide access from anywhere in the 

world. Consequently, by 2020, a significant portion, 67%, of enterprise infrastructure 

had shifted to the cloud. Furthermore, cloud computing spending has grown at a 

remarkable pace, outpacing overall IT spending by a factor of six between 2015 and 

2020.  Currently, more than half of all IT spending goes towards cloud computing 

solutions (Kappelman et al., 2022). However, while the dynamism and flexibility of the 

cloud have undoubtedly fueled its growth, these features also present challenges, 

particularly regarding resource management, scheduling, and energy consumption 

(Jennings and Stadler, 2015), Ksentini et al., 2014). By 2020, cloud data center (DC) 

energy consumption was projected to reach an alarming 140B KW/H annually, 

equivalent to the energy produced by approximately 50 power plants. The financial and 

environmental costs associated with this immense energy consumption are significant. 

Quantifying this impact, the annual financial cost has reached $13 billion whereas the 

environmental cost translates to 100 million metric tons of CO2 emissions (Mytton, 

2020). This high energy consumption is further reflected in global data center usage, 

which accounts for an estimated 205-Terawatt hours of power consumption per year 

which represents a significant 1% of the world's total energy consumption (Bonzi, 2021). 

The environmental impact is further emphasized by the fact that in 2018, data centers 

were responsible for a substantial 900 billion kilograms of carbon emissions, releasing 

approximately 4.4 kilograms of CO2 every hour (Bonzi, 2021).  

       Beyond scalability, another key challenge for cloud computing is efficient resource 

management, which directly impacts cost-effectiveness. In United States alone, estimates 

suggest that there are nearly three million data centers (DCs) accommodating 

approximately 12 million servers (Jahangir et al., 2021). However, it is worth noting that 

up to 30% of these servers are deemed unnecessary, with many others being 

underutilized. Despite this redundancy, the collective power consumption of these 

servers amounts to a substantial 140 billion KW/h annually, contributing to an alarming 

150 million metric tons of carbon emissions per year. Studies reveal that roughly 15-

30% of data center equipment consumes energy while idle. In fact, server utilization 

rates typically hover between a meager 5% and 15%, even though they continue to draw 

full power (Jahangir et al., 2021). This underscores a critical inefficiency, indicating that 

server utilization in data centers falls significantly short of optimal levels. To address the 

challenge of rising energy consumption, cloud computing leverages techniques like 

dynamic power management (DPM) and virtual machine (VM) consolidation. VM 

consolidation involves migrating workloads from underutilized systems to others, 

allowing idle servers to be powered off. This approach has demonstrably reduced peak 

power consumption of servers during idle states – from 50% to 20% over the past decade 

(Pierson and Hlavacs, 2015). 

       In addition, the rapid growth of the internet presents a significant challenge to 

achieving the goal of green computing. This rapid expansion, characterized by an 
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increase in the number of users, devices and data results in an unconventional source of 

increased energy consumption. According to a report by CISCO, global internet users 

are estimated to reach 5.3 billion by 2023, representing two-thirds of the world's 

population (Zhang et al., 2019). Furthermore, per capita device ownership is expected to 

reach 3.6 devices, with a total of 29.3 billion devices by 2023. Recent developments in 

the Internet of Things (IoT) are further accelerating the growth of the internet, with an 

estimated 14.7 billion smart devices, connected for communication, are expected to be 

operational by 2023 (Zhang et al., 2019). Similarly, the rapid growth in internet activity 

leads to sharp increase in data volume. For instance, approximately 300 million mobile 

applications have been downloaded by 2020 alone (Zhang et al., 2019). This exponential 

increase in data generation inflates the data volume that is projected to reach a staggering 

150 zettabytes by 2024 (Kireev et al., 2019). On the other hand, in 2020, individual data 

generation reached an estimated 1.7 megabytes per second and 2.5 quintillion bytes per 

day. Underscoring the rapid growth, it is estimated that 90% of the world's data has been 

produced in just the last two years (Roser, 2022). These rising trends contribute to a 

growing data storage demand in the data centers (DCs), resultantly, storage alone 

accounts for 11% of total DC power consumption (Jahangir et al., 2021). Furthermore, 

the common practice of storing multiple copies of the same data within DCs 

significantly expands the data volume (Jahangir et al., 2021). 

       Therefore, the growing volume of big data and the challenge of data latency requires 

the use of well-established mechanisms such as data replication. In cloud environments, 

data replication plays an important role in achieving reliability and fault tolerance that 

ensures adherence to Service Level Agreements (SLAs). This process involves copying 

essential data closer to the client, minimizing the distance data must travel, and reducing 

latency. Data replication follows a three-phase process: staging, placing, and moving. 

However, a significant drawback of data replication is that once a specific node is 

activated, it cannot be deactivated, even when the node is idle. The key reason of the 

drawback lies in continuous operation stemming from the node's responsibility to 

maintain data availability causing a conflict with the conventional energy-saving 

techniques like VM consolidation and dynamic power management. Additionally, the 

increasing frequency of data replication results in a higher number of idle nodes hosting 

replicated data, leading to substantial energy wastage. 

       This study presents a novel approach that addresses the challenge of balancing data 

replication with energy efficiency in cloud computing. The proposed approach integrates 

two conflicting paradigms including energy efficiency and data replication. Energy 

efficiency requires shutting down underutilized nodes, whereas data replication aims to 

place replicated data on underloaded nodes for faster access (potentially saving time as 

compared to complex retrieval algorithms). Additionally, the study presents a 

mechanism that enables simultaneous operation of data replication and dynamic power 

management (DPM) including an intelligent data replication placement strategy. The 

placement strategy categorizes the nodes based on their current workloads and 

implements a tailored policy for each workload category. Based on CPU utilization, the 

workloads are categorized as underloaded, normally-loaded, and overloaded 

respectively. Underloaded nodes are powered off through DPM for energy efficiency, 

whereas the workload of overloaded nodes is balanced via a load balancer for optimal 

performance. However, neither underloaded nor overloaded nodes are considered while 

making decisions about the data replication placement. The data replication is hosted 

only upon the normally-loaded nodes that neither hinder the process of DPM nor 
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degrade performance during the data replication process by becoming unresponsive. 

Data replication is hosted only on the normally-loaded nodes, ensuring they neither 

impede DPM processes nor compromise the performance during the replication process 

due to unresponsiveness.  

 

       Furthermore, the decision of replication placement is dependent on factors such as 

CPU utilization, proximity to requesting clients, available bandwidth, and available 

memory. The proposed approach outlines the rationale for initial placement of the 

replica as well as continuously monitors the host for these factors even after the 

placement. In case of the current host become unsustainable, the replica is automatically 

migrated to a new, more suitable node. The proposed EnE-Rep introduces several key 

features for achieving balanced resource utilization and energy efficiency in cloud data 

center given as following: 

• Introduction of a framework that categorizes hosts within the cloud data centers 

into underloaded, normally-loaded, and overloaded based on the workload. 

• Implementation of a double threshold mechanism that activates the load 

manager and energy monitor in response to the dynamic and unpredictable 

workloads typically encountered in cloud data centers. 

• Integration of a replicator module capable of intelligently selecting an energy-

efficient node for replica placement based on the factors such as CPU 

utilization, proximity, bandwidth, and memory. 

• Development of an architecture incorporating VM selection methods for 

facilitating VM migration from overloaded and underloaded hosts. 

• Evaluation of the proposed algorithm's performance using CloudSim, and 

Planetlab (a real-world workload consisting of 800 cloud data centers 

distributed across 500 distinct locations worldwide). 

• Comparative analysis of the results with an approach that employs intelligent 

placement of data replication based on popularity for energy consumption.  

Section 2 presents the related work; Section 3 clearly defines the problem statement; 

Section 4 introduces the proposed EnE-Rep model; Section 5 describes the experimental 

setup used for evaluation; Section 6 presents results and relevant discussion; and finally, 

Section 7 presents the conclusion based on the discussion in section 6 and potential 

avenues for future work. 

 

2. Related Work 
 

Data replication involves the decisions regarding the creation, storage, placement, and 

processing of a necessary replica. Replication decisions, which vary based on context 

including centralized, distributed, offline, or online, significantly affect the system 

performance and user experiences. Similarly, replication placement is an important 

aspect of data replication, particularly, the decision regarding the optimal location for 

transfer the replica poses a significant challenge. Therefore, placement scheduling 

should carefully be managed for preventing network congestion, ensuring replica 

availability, and maintaining efficient access times. A concise overview of the relevant 

studies is presented as following: 



308  Alghobiri 

 

 
    Atrey et al. (Atrey et al., 2019) proposed a scalable placement strategy for distributed 

cloud storage systems which partitions the data to manage large workloads efficiently. 

The researchers incorporate two scalable algorithms for efficiently addressing the 

computational demands. By partitioning data, the revised model enhances the system 

scalability and resource utilization. In addition, the model enhances system performance 

by reduces processing time and computational cost. However, the effectiveness of the 

partitioning model may vary depending upon data characteristics which necessitates the 

maintenance of data integrity and accessibility. Additionally, the algorithms may 

introduce complexity and potential trade-offs in terms of accuracy and resource usage. 

Similarly, Zhang (Zhang, 2020) introduced a time-efficient multi-objective approach for 

the replication placement problem in cloud storage systems by prioritizing Quality of 

Service (QoS) restrictions to minimize system response time. The proposed approach 

ensures an improved user experience and meets performance requirements by 

implementing QoS restrictions, as well as providing a balanced solution through the 

simultaneous optimization of various factors. However, potential drawbacks of the 

proposed approach include the complexity of the optimization process, challenges in 

meeting all QoS restrictions, and the assumption that minimizing the response time is 

always the primary objective, which may not align with other system requirements or 

trade-offs.  

       Subsequently, Ao and Psounis (2020) proposed a framework for efficient resource 

allocation in cloud computing systems for handling hierarchical and heterogeneous 

tasks. The framework minimizes task completion time by leveraging two key strategies 

including data replication for system reliability and a hierarchical resource management 

structure for optimizing performance. However, the framework's effectiveness depends 

on precise resource allocation algorithms and workload characterization. Inaccurate or 

inefficient allocation methods may lead to suboptimal task completion times. In addition, 

the hierarchical structure may introduce additional complexity and overhead. On the 

other hand, Huang et al. (Huang et al., 2020) proposed a mining-based approach for 

discovering interactions between data entities in cloud storage. The proposed approach 

aims to improve efficiency and reduce energy consumption by optimizing resource 

allocation. Additionally, the mining approach incorporates replica placement and backup 

for enhanced data availability and fault tolerance. However, inaccurate capture of 

interaction and relevant relationships may limit the potential efficiency gains. Moreover, 

replica placement and backup require additional storage space and computing resources.  

       Next, Bacis et al. (Bacis et al., 2019) proposed a data management approach for 

cloud storage that guarantees data availability and confidentiality during node failures. 

The proposed approach leverages "all-or-nothing" transformations and fountain codes. 

All-or-nothing transformation secures data integrity and confidentiality through 

encryption, whereas fountain codes enable data recovery from transmission errors or 

failures. However, weak encryption or inefficient fountain codes may compromise 

security or data availability in addition to the computational overhead by encryption and 

decoding processes. Similarly, Khalili Azimi (2019) proposed a data management 

approach based on a bee colony optimization for enhancing data availability in cloud 

storage. The bee colony optimization algorithm provides a decentralized and self-

organizing approach, mimicking the behavior of a bee colony to efficiently search for 

optimal replication configurations. Consequently, the system demonstrates robustness 

against the changing conditions and optimize replica placement based on factors such as 

data importance, workload patterns, and resource availability. However, accurate 
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decision-making is significant, as inefficient choices can result in wasted resources. 

Moreover, Edwin et al. (Edwin et al., 2019) introduced a dynamic and cost-effective data 

replication approach that enhances data availability and the replication process. The data 

replication approach utilizes a multi-objective optimization scheme that prioritizes cost-

effective replication by considering replica costs in various data centers. In addition, the 

knapsack algorithm is enhanced to balance availability and load during replication, 

optimizing cost-effectiveness and load balancing. By dynamically adjusting replication 

levels based on cost and availability, the proposed approach optimizes resource 

utilization and reduces unnecessary overhead. However, performance of the data 

replication approach depends on the accuracy of the cost model and the knapsack 

algorithm; inaccurate cost estimates may result in suboptimal replication decisions, 

thereby impacting cost-effectiveness. Furthermore, Mostafa (2020) introduced a data 

replication consistency method for cloud-fog environments for improving system 

availability, fault tolerance, and Quality of Service (QoS). The research aims to prioritize 

the preparation of the system for potential availability issues to ensure continuous 

service. The implementation of data replication consistency enhances fault tolerance, 

minimizing data loss and disruptions, which leads to a more reliable and consistent user 

experience (QoS). However, inadequate or inconsistent replication can cause data 

inconsistencies. Additionally, the trade-off between system availability and resource 

utilization should be carefully managed to avoid excessive replication overhead. 

       On the other hand, Ramanan and Vivekanandan (2019) investigated the security 

vulnerabilities in cloud systems using a stochastic diffusion search algorithm for 

optimizing data replication costs. The stochastic algorithm promotes efficient resource 

utilization and cost savings by intelligently distributing replicas based on dynamic 

factors such as workload, resource availability, and network conditions. In addition, the 

stochastic diffusion algorithm strengthens cloud system security, safeguarding sensitive 

data from unauthorized access. However, aggressive cost reduction through inaccurate 

modeling or the algorithm's inherent randomness (stochastic nature) may pose scalability 

challenges in large cloud deployments. Conversely, Abbes et al. (Abbes et al., 2020) 

explored virtualizing container concepts for distributed applications in cloud storage. 

The research predicts replication factors (i.e., number of copies) needed for maintaining 

availability during container failures using experimental forecasting based on regression 

analysis. Although, virtualization improves resource utilization and scalability for 

containers, however, the regression approach used for replica placement relies heavily 

on the quality of data, assumed linear relationships, potentially overlooking various 

factors affecting availability. 

       Alternatively, Tahir et al. (Tahir et al., 2021) addresses user privacy and data 

integrity concerns in cloud systems using a Genetic Algorithm (GA) for generating 

encryption and decryption keys. The proposed tailored approach enhances data security 

and user privacy, ensuring the confidentiality of sensitive information. However, the 

computational complexity of the GA approach may strain system resources, potentially 

affecting performance. Furthermore, safeguarding the secure storage and management of 

generated keys is essential for upholding data integrity and privacy. Subsequently, Babar 

et al. (Nazir et al., 2018) proposed the CDSS-RPS data replication system, a two-phase 

approach for optimizing replica placement and file access time in cloud storage. In first 

phase, a centralized decision system, leverages node computing capacity for optimal 

replication placement. On the other hand, the second phase considers factors like access 

frequency, storage capacity, and response time for improving access time. Although, 
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Gridsim-based implementation validates the effectiveness of the two-phase CDSS-RPS 

data replication system, however, accurate estimations of computing capacity and 

response time are significant in managing replica placement and balancing file access. 

Finally, Ebadi et al. (Tagne Fute et al., 2023) proposed a hybrid heuristic called, Hybrid 

Particle Swarm Optimization Tabu Search (HPSOTS) for intelligent data replica 

placement.  Due to the trade-off between replication and energy efficiency, the proposed 

research categorizes the problem as NP-hard. HPSOTS is a nature-inspired algorithm 

that achieves significant improvements in Total Energy Consumption (TEC) and cost as 

compared to existing approaches. By evaluating multiple options for fulfilling read or 

write requests based on energy consumption, the study lays the foundation for our 

proposed work. A brief summary of most related studies is presented in Table I. 

 

3. Problem Statement  

 
Database replication is an important approach in cloud computing for improving data 

access times. However, in dynamic and heterogeneous cloud environments with 

unpredictable workloads, existing data replication scheduling approaches can lead to 

inefficiencies: 

Overloaded Hosts: Replication tasks scheduled on overloaded hosts can increase data 

access times due to the computational overhead of complex replication algorithms, 

potentially violating Service Level Agreements (SLAs). 

Underloaded Hosts: Replication tasks placed on underloaded hosts lead to wasted 

energy consumption. These hosts cannot be powered down for energy savings due to the 

ongoing replication tasks they support for other nodes. This combined effect leads to 

increased energy consumption and potential SLA violations in cloud data centers. 

 

 

3.1. Research Objectives 

 
This study aims to develop a novel data replication scheduling approach that addresses 

the limitations of existing methods by: 

Optimizing Resource Allocation: The proposed approach seeks to consider real-time 

workload information for scheduling replication tasks on suitable hosts, avoiding 

overloaded nodes. 

Minimizing Energy Consumption: Replication tasks are intended to be placed on 

underloaded hosts that are likely to be powered down for energy savings. By addressing 

these challenges, the proposed approach can lead to significant reductions in energy 

consumption and improve the overall efficiency of data replication in dynamic cloud 

environments. 
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Table 1. Comparative Summary of Related Work 

 

  

4. Research Methodology of the Proposed EnE-Rep Model  
 

This study introduces an inclusive model designed to optimize the benefits of the data 

replication process while simultaneously reducing the overall system energy 

consumption. The model, called EnE-Rep, categorizes nodes into three distinct groups: 

underloaded, normally-loaded, and overloaded. For each category, a tailored strategy is 

implemented such that overloaded nodes are balanced, whereas underloaded nodes are 

efficiently shut down using virtual machine consolidation and dynamic power 

management methods for energy efficiency. Similarly, this section provides a 

comprehensive overview of the components and nuances comprising the architecture of 

the proposed model. Major subsections present the discussion on topics such as 

replication request submission, SLA checking, utilization management, load 

management, energy management, sorting management, and periodic recursion 

monitoring respectively.  
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Nevertheless, the underlying system prioritizes honoring Service Level Agreements 

(SLAs) for time-constrained users. An initial check ensures any optimization process 

won't introduce delays that could violate these SLAs. Subsequently, the method 

leverages a heuristic-based approach to determine CPU utilization for each node (Hastie 

et al. 2009). The heuristic-based approach is then utilized for categorizing the nodes as 

overloaded, underloaded, or normally-loaded. CPU utilization exceeds 85% in the 

overloaded nodes, whereas it remains below 30% in the underloaded nodes (Beloglazov 

et al., 2012; Hastie et al., 2009). 

       Once the workload of a node is determined, the overloaded nodes are directed to the 

load balancer module. The load balancer module identifies the least occupied node from 

the entire host list and creates a new VM on a suitable node for transfering the excessive 

load. Similarly, the workload from underloaded nodes is migrated, and the nodes are 

vacated. These vacated nodes are subsequently powered off to reduce the overall energy 

consumption of the system. In the final phase of the proposed approach, normal nodes 

are sorted in ascending order based on their CPU utilization, proximity, bandwidth, and 

available memory. Percentile values from all sorted lists are standardized to bring them 

onto the same scale. The weighted average, calculated as the summation of the product 

of weights and quantities divided by the summation of weights, is determined according 

to Eq. (1). 

 

𝑾𝒆𝒊𝒈𝒉𝒕𝒆𝒅 𝑨𝒗𝒆𝒓𝒂𝒈𝒆 =
∑(𝑾𝒆𝒊𝒈𝒉𝒕𝒔×𝑸𝒖𝒂𝒏𝒕𝒊𝒕𝒊𝒆𝒔)

∑ 𝑾𝒆𝒊𝒈𝒉𝒕𝒔
=

∑ 𝒘𝒊𝒙𝒊
𝒏
𝒊=𝟏

∑ 𝒘𝒊
𝒏
𝒊=𝟏

                                    (1)  

 

where 𝒘𝒊 represents the weight of the objective in a priority-based arranged list and 𝒏 

indicates the total number of objectives. Subsequently, leveraging the weighted average 

calculations from Eq. (1), EnE-Rep creates a weighted average list for all normal nodes 

in contention for replica placement using Eq. (2).  

 

 

          𝑾𝑨𝒗𝒈 = 40 ∗ 𝐶𝑃𝑈 + 30 ∗ 𝑃𝑟𝑜𝑥 + 20 ∗ 𝐵𝑊 + 10 ∗                            (2) 

 

where weights ranging from 40 to 10 are assigned to factors influencing replica 

placement, with higher weights indicating greater influence on the final score. Similarly, 

𝑪𝑷𝑼 represents the CPU utilization of the node, reflecting the node's processing 

capacity. On the other hand, 𝑷𝒓𝒐𝒙 shows the proximity of the node to the requester(s) 

who will access the replica, whereas the bandwidth 𝑩𝑾 represents data transfer 

capabilities between the node and requesters. Finally, available memory (𝑹𝑨𝑴) on the 

node is important for storing replica data effectively. The node with the lowest score on 

this list is selected to host the data replica. This selection approach prioritizes a balance 

between resource utilization, data access speed, and energy efficiency. A detailed 

explanation of each sub-module within EnE-Rep is provided in the following sections. 

4.1. Replication Request Submission (RRS) 
 

       The RRS module initiates the data replication process under two primary conditions. 

Firstly, any modification made to the original data (denoted as "t") triggers replication, 

ensuring all replicas are updated with the latest version. Secondly, when a remote user 
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accesses data from a remote replica repository and requests an updated copy, replication 

is triggered to provide the user with the most recent version of the data.  

4.2. SLA Manager 
 

       The SLA Manager prioritizes adherence to Service Level Agreements (SLAs) for 

time-constrained users. Given the complex algorithms involved in data replication to 

ensure proximity to the requester, the SLA Manager identifies and separates cloudlets 

with time constraints from those operating under more flexible timeframes. Resultantly, 

the exclusion of time-constrained nodes from subsequent optimization steps effectively 

prevents potential SLA violations, thereby ensuring the fulfillment of their SLAs. 

4.3. Utilization Manager 
 

       The utilization manager in EnE-Rep plays an important role by conducting a 

comprehensive analysis of CPU utilization across all nodes prior to scheduling data 

replication. This analysis serves as a critical filtering mechanism where overloaded 

nodes surpassing a utilization threshold are routed to the load balancer module for 

resource optimization, and underloaded nodes with low utilization are earmarked for 

potential migration and energy conservation through the energy monitor module. Finally, 

nodes with balanced CPU utilization are directed to the replicator section for data 

replication tasks. This intelligent allocation process ensures optimal resource utilization 

and prevents overloading nodes with replication tasks. 

4.4. Load Monitor 
 

       The Load Monitor, receiving a list of overloaded nodes from the Utilization 

Manager, acts as a pivotal task reassignment unit for ensuring workload distribution 

across the system and prevent resource bottlenecks. The operations of Load Monitor 

consist of three main steps; first, it identifies suitable underloaded hosts from the entire 

host pool, considering factors like available CPU capacity, memory, and bandwidth. 

Secondly, Load Monitor assesses the projected workload on the candidate host post-load 

transfer, ensuring it remains below a predefined upper threshold to prevent overloading. 

Upon passing the feasibility check, the Load Monitor executes the workload transfer, 

potentially involving the creation of a new virtual machine (VM) on the underloaded 

host. Finally, after completing load balancing via VM consolidation and Dynamic Power 

Management (DPM), the Load Monitor forwards an updated list of "normalized" hosts—

those with balanced workloads—to the Replicator module for optimal replica placement 

decisions. 

4.5. Replicator  
 

       The replicator module serves as the focal point for determining data replication 

placement, considering four key factors: CPU utilization, proximity, bandwidth, and 

available memory across all hosts. To facilitate fair comparison, lists corresponding to 

each property are created and processed through a percentile calculator by aligning units 

across diverse metrics. Subsequently, weights for each property are computed using Eq. 
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(2), and their weighted average is calculated. This process identifies the optimal host for 

data replication, ensuring efficient resource utilization. Furthermore, the hosting VM's 

priority is elevated to mitigate any delays incurred during decision-making that 

guarantees swift data access.   

 

4.6. Energy Monitor 
 

       The proposed model comprises several key components, each playing a significant 

role in optimizing system efficiency. Firstly, underloaded nodes identified by the 

utilization manager undergo dynamic power management, where idle nodes are shut 

down to decrease overall energy consumption. This process involves transferring the 

workload of nodes below the CPU utilization threshold to other suitable hosts based on 

CPU, bandwidth, and memory considerations before shutting them down, as depicted in 

Algorithm 1. Additionally, Figure 1 illustrates the comprehensive architecture of the 

model, depicting its major components and their interactions. Figure shows the end 

user's interaction with remote hosts where cloud computing services are accessed. 

Behind these remote hosts, the proposed methodology's operational intricacies are 

implemented. Following optimization, the relevant data is integrated into the central 

database.  

 

 
Figure 1. Detailed Architecture and Interaction Diagram of EnE-Rep 

 

       The algorithm for energy-efficient data replication outlines the optimization 

mechanism applied to non-time constrained cloudlets. CPU utilization is prioritized, 

with heavily utilized nodes given precedence. Lists for proximity, bandwidth, and 

memory are sorted and transformed into percentile lists to standardize units. The 

weighted average formula generates an energy-efficient list, with component weights 

determined by their perceived importance. 
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Algorithm 1: EnE-Replication for Normal Ranged Nodes 

Input: Hosts within the utilization range <Normal > 

Output: Replica placement on the BEST among <Normal >hosts 

1 cloudlet.makeReplica() 
2 forall hostsinhostList do 
3 if replica==True then 
4 if TC==False then 
5 cputilSorted =  getUtil ( hostList ) 
6 Utilization list of hosts is created and sorted ascendingly 

As greater is preferred 
7 proxSorD = getProx (

  
  hostList ) 

8 Proximity list of all hosts is created and sorted descendingly 
As lesser is 
preferred 9 bwSor = getBw (   hostList ) 

10 Bandwidth utilization list is created and sorted ascendingly 
asgreaterispreferred 

11 ramSor = getRam ( hostList ) 
12 RAM utilization list of all hosts is created and sorted 

Ascendingly as greater is preferred 
13 
14 cputilPercen ← calPercen ( cputilSorted ) 

proxPercen ← calPercen ( proxSorD ) 
bwPercen ← calPercen ( bwSor ) 
ramPercen ← calPercen ( ramSor ) 

15 
16 eeList.add(i)=40*cputilPercen.get(i)+30*proxPercen.get(i) 

+20 *bwPercen.get(i)+10*ramPercen.get(i); 
17 forall itemineeList do 
18 if current < previous then 
19 Best ← current 

 
20 end 
21 Best ← previous 
22 end 
23 allocateReplica ( Best.getId ()) 

 
 

24 setPriorityHigh ( getReplicatedVm ()) 

 
 

 
25 end 
26 end 
27 end 
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        The algorithm then ranks normally-loaded nodes based on their total score across 

all parameters, selecting the most suitable host for data replication. This approach aims 

to maximize energy savings by efficiently utilizing system resources and minimizing 

idle states. To compensate for optimization time, the host node's priority is set to high. 

      The algorithm for energy-efficient data replication in data-intensive clouds outlines 

the operational framework of the proposed approach. Upon receiving a cloudlet with a 

data replication scheduling request, the model employs its optimization mechanism that 

is tailored for energy-efficient placement through exclusive attention to non-time 

constrained cloudlets. Initially, the algorithm retrieves CPU utilization data and arranges 

it in descending order to prioritize highly occupied nodes. Similarly, sorted lists are 

generated for proximity, bandwidth, and memory along with the percentile lists are 

established for standardizing the units. Nodes with the highest numerical values for each 

parameter top their respective lists, and an energy-efficient list is computed using a 

weighted average formula. Component weights are assigned based on perceived 

significance; however, CPU utilization is prioritized due to its relevance to workload 

segregation. The algorithm evaluates all four weighted average values for each node to 

rank them based on their collective scores. Among normally-loaded nodes, those with 

the highest scores are deemed optimal for data replication placement, striking a balance 

between workload and energy efficiency. This strategy facilitates the idling and 

shutdown of underloaded nodes, contributing to significant energy savings. Finally, host 

node priority is elevated for optimization time that ensures efficient scheduling of data 

replication tasks. 

5. Experimental Setup 
 

The Infrastructure as a Service (IaaS) model in cloud computing offers extensive 

computing resources with advantages like repeatability and resource control which 

necessitates thorough testing of proposed data replication approach on large-scale Data 

Centers (DCs). However, physical platforms of such magnitude are challenging to 

procure, prompting the use of simulation. Leveraging Cloudsim toolkit v3.0 proves ideal 

for this purpose that is tailored for cloud environments and sparing users from intricate 

details. Cloudsim facilitates dynamic workload integration through the inclusion of 

energy consumption modeling and accounting functionalities. Following is a detailed 

overview of the infrastructure setup and the submitted jobs for simulation:  

5.1. Resource modeling  
 

       This study utilizes the CloudSim Toolkit 2.0 platform (Beloglazov et al. 2012), 

developed by Beloglazov and Buyya, for simulating a data center (DC) environment. 

The simulated DC comprises 800 Physical Machines (PMs), with half being HP 

ProLiant ML110 G4 servers and the other half HP ProLiant ML110 G5 servers. Table 2 

provides detailed specifications regarding RAM and Processing Element (PE) for these 

server types. The server models such as HP ProLiant ML110 G4 and G5, demonstrate 

varying RAM and PE specifications, as presented in Table 2. Similarly, the processing 

power, measured in MIPS (Million Instructions Per Second), varies between the server 

models. The HP ProLiant ML110 G4 delivers 1860 MIPS, whereas the G5 model is 

more powerful at 2660 MIPS. Additionally, each server is allocated a bandwidth of 1000     
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MBs. Virtual   Machines (VMs) in this experiment emulate Amazon EC2 instances, 

however, configured with a single core. The simulations are conducted on actual 

hardware platforms, comprising HP ProLiant and IBM GX3250 machines. 

 

 
Table 2. Resource Specification of the Servers used in Simulation 

 

Instance Type Specification 

Extra Large 2000 MIPs, 3750 MB 

Medium 2500 MIPs, 850 MB 

Small 1000 MIPs, 1700 MB 

Micro 500 MIPs, 613 MB 

 

 

5.2. Application modeling 
 

       Table 3 shows the parameters adjusted to create distinct workload scenarios, 

presented in ascending order of intensity. The application model utilizes authentic data 

sourced from the PlanetLab project that is specifically gleaned from traces of over 1000 

VMs allocated to diverse users. These traces, derived from PlanetLab's CoMon Project 

spanning 10 days, depict authentic workload patterns. The rationale behind employing 

linear workload variations stems from the understanding that power consumption 

correlates linearly with factors such as CPU utilization, memory usage, storage access, 

and network activity. This methodology enables the evaluation of the EnE-Rep model's 

scalability across varying workload intensities. 

5.3. Performance evaluation parameters  
 

       EnE-Rep differs from traditional replication considerations by placing a primary 

emphasis on energy efficiency over factors such as cost, response time, and reliability. 

On the other hand, conventional approaches prioritize various performance metrics as 

compared to EnE-Rep's novel strategy revolves around minimizing power consumption. 

Studies identify the direct correlation between a system's power usage and factors 

including CPU utilization and memory usage (Beloglazov et al. 2012; Fan et al., 2007; 

Kusic et al., 2009). In addition, data access time is influenced by factors like distance 

and available bandwidth. However, EnE-Rep introduces a unique energy conservation 

method by strategically migrating virtual machines (VMs) from specific hosts, enabling 

their shutdown to conserve energy. Subsequently, to assess the energy-saving benefits, 

EnE-Rep evaluates key metrics including the total number of VM migrations, successful 

host shutdowns, and components of data access time such as VM selection, host 

selection, and VM relocation time.  EnE-Rep actively evaluates its energy-saving 

effectiveness through several key metrics. These metrics include the number of VM 

migrations enabling host shutdowns, and the various components of data access time 

including VM selection, host selection, and VM relocation time. 
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Table 3. Workload Variations Applied in the Experiment 

 

Workload 

Set 

Job file size 

(Bytes) 

Job length 

(MI) 

No. of 

VMs 

No. of 

Hosts 

1 300 2500 1000 1000 

2 650 5000 2000 2000 

3 1000 7500 3000 3000 

4 1300 10000 4000 4000 

5 1500 13000 5000 5000 

6 1800 16000 6000 6000 

7 2200 20000 7000 7000 

8 2600 25000 8000 8000 

9 3000 30000 10520 8000 

 

5.4. Energy consumption 
 

       Cloud data centers are major consumers of energy that is primarily attributed to 

CPUs, storage disks, and network equipment, with CPUs being the most power-intensive 

components. Traditionally, techniques like Dynamic Voltage and Frequency Scaling 

(DVFS) have been employed to mitigate CPU power consumption through adjusting 

operating frequency and voltage. Despite its near-linear relationship between power and 

frequency, DVFS is limited by the finite number of available frequency states. In 

contrast, EnE-Rep adopts a more significant approach by powering down idle nodes 

based on the notion that around 70% of power is consumed by idle resources. 

Leveraging this strategy enables EnE-Rep to achieve greater energy savings compared to 

DVFS. Energy consumption is measured using Eq (3) (Cidon et al. 2013) given as 

following: 

 

                                  𝑃(𝑢) = 𝐾 ∗ 𝑃𝑚𝑎𝑥 + (1 − 𝐾) ∗ 𝑃𝑚𝑎𝑥 ∗ 𝑈                                          (3) 

 

where 𝑃𝑚𝑎𝑥 denotes the maximum power consumption under full server utilization, 𝐾 

represents the fraction of power consumed by the idle server, and 𝑈 signifies the CPU 

utilization. Subsequently, energy is computed using Equation (4) (Bagheri and 

Mohsenzadeh, 2016) given as following: 

                                                    𝐸 = ∫ 𝑃(𝑢)  𝑑𝑡  
∞

0

                                                             (4) 

Where 𝐸 represents the total energy consumption over the time period starting from 𝑡 

and extending indefinitely into the future. Similarly, 𝑃(𝑢) denotes the power 

consumption, which is a function of the CPU utilization 𝑢(𝑡). The function 𝑃(𝑢) gives 

the power consumed by the system at any given time 𝑡. Subsequently, 𝑡 is the lower 

limit of the integral, representing the starting time from which the process of measuring 
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energy consumption has begun. Finally, ∞ highlights the upper limit of the integral, 

indicating that the energy consumption is being considered over an infinite time period, 

essentially summing up the power consumption from time 𝑡 to the end of time (or 

theoretically, forever).  

Validation of the Equation 

It is important to consider the context in which equation (4) is applied. The equation 

assumes that the system, such as a server, operates continuously starting from time 𝑡 

without a defined endpoint. This assumption is particularly relevant for systems like 

cloud servers, which are often designed to run indefinitely. Additionally, the power 

consumption 𝑃(𝑢) is time-dependent because the CPU utilization 𝑢(𝑡) varies over time. 

Equation (4) accounts for this variability, recognizing that power consumption is not 

constant but fluctuates with the level of CPU usage at any given moment. Furthermore, 

the integral in the equation accumulates the total energy consumed over the period from 

time 𝑡 to ∞. Since energy is the product of power and time, integrating the power over 

this period yields the total energy consumption, providing a comprehensive measure of 

the system's energy usage.  

The choice of ∞ as the upper limit in the integral can be justified on several grounds. 

Firstly, it ensures theoretical completeness by covering the entire potential lifespan of 

the system, thus accounting for all possible future energy consumption. This is 

particularly relevant in theoretical models where the system is assumed to operate 

indefinitely. Secondly, using ∞ as the upper limit is essential for modeling long-term 

energy consumption, especially in systems like cloud data centers which are designed for 

continuous operation. This employed approach aids in understanding long-term energy 

consumption patterns, which is important for making informed decisions about energy 

efficiency, sustainability, and cost management. Additionally, integrating up to ∞ 

enables worst-case scenario analysis by estimating the maximum possible energy 

consumption over time, which is valuable for planning purposes such as provisioning 

energy resources and designing cooling systems. 

For comparison, the energy consumption is calculated as  

                     𝐸𝑛𝑒𝑟𝑔𝑦𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 (
𝐾𝑤

ℎ
) =

𝐸𝑛𝑒𝑟𝑔𝑦𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛

3600 ∗  1000
                           (5) 

6. Results and discussion 
 

This section presents a detailed performance evaluation of the proposed EnE-Rep model 

against the classical scheduling policies and a metaheuristic technique called Hybrid 

Particle Swarm Optimization Tabu Search (HPSOTS). Figure 2 presents a heatmap that 

visually compares the number of VM migrations required by different scheduling 

techniques for all seven tested scheduling policies. Figure shows that the scheduling 

policies without optimization (thrrs, iqrmmt, iqrrs, lrrs, madmc, thrmc, and thrmu) suffer 

from significantly higher VM migrations, as indicated by the darker shades in the 

heatmap. This is due to their less effective approach of placing replications on the first 

available host without considering the load or suitability of the host. However, HPSOTS 

exhibits a reduction in VM migrations as compared to non-optimized techniques. 
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HPSOTS applies some level of intelligence in selecting hosts for replication placement, 

potentially considering factors that contribute to energy consumption. On the other hand, 

EnE-Rep demonstrates the most significant reduction in VM migrations as compared to 

both non-optimized scheduling methods and the HPSOTS metaheuristic technique. This 

prominent improvement is evidenced by the decrease in migrations from a staggering 

44200 to a more manageable 25349. The success of EnE-Rep in minimizing migrations 

can be attributed to its intelligent approach to replica placement. EnE-Rep adopts a 

double threshold policy for CPU utilization, ensuring that replications are only placed on 

hosts with CPU usage within a specific, optimal range. By avoiding overloaded hosts, 

EnE-Rep eliminates the need for frequent migrations that is caused by the performance 

bottlenecks which results from insufficient resources. Additionally, by steering clear of 

underloaded hosts, EnE-Rep prevents unnecessary migrations triggered by inefficient 

resource allocation on underutilized machines.  

 

 
Figure 2. Heatmap for number of VM migrations during the execution 

 

 

       Similarly, Figure 3 explores another important aspect of VM migrations – the mean 

time before a VM migration becomes necessary. The analysis in Figure 3 compares how 

long VMs stay on a host before needing to be migrated. Unsurprisingly, non-optimized 

policies perform inefficntly due to their lack of migration consideration. The high 

frequency of unnecessary migrations in these policies directly affects their performance. 

However, HPSOTS prioritizes energy efficiency by evaluating the entire host 

population, nonetheless, it might not prioritize factors that directly reduce the number of 
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VM migrations. On the other hand, EnE-Rep shows better performance as compared to 

classical scheduling policies, particularly from HPSOTS by its adept optimization of 

VM migration frequency. The optimization is accomplished through a targeted 

approach: firstly, by assessing the CPU utilization of potential host candidates, and 

secondly, by prioritizing the placement of replications exclusively on hosts with normal 

CPU loads. This meticulous methodology yields several notable advantages. Firstly, it 

leads to reduced disruptions by allowing VMs to remain on suitable hosts for extended 

durations, thus mitigating the need for frequent migrations. Secondly, it enhances system 

performance by avoiding overloaded hosts, thereby averting potential performance 

degradation that is caused by the resource bottlenecks which culminates from frequent 

migrations.  

       Subsequently, Figure 4 presents a comparison of the time taken by each method to 

select a suitable host for data replication placement. HPSOTS exhibits the longest 

selection time because it evaluates the entire host population and ranks them based on 

energy consumption, thereby prioritizing comprehensive analysis over speed. In contrast, 

both EnE-Rep and the non-optimized methods demonstrate relatively similar selection 

times.  

 

 
 

Figure 3. Mean time before a VM migration throughout the execution 
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Figure 4. Mean time for host selection for placement of data replication 

 

 

       These approaches share a key characteristic, i.e., these methods focus on evaluating 

a single candidate host at a time, rather than the entire pool. Therefore, once a suitable 

host is found and meets the requirements, the replication is placed, and the selection 

process ends. However, in non-optimized techniques, if the initial candidate is 

unsuitable, an iterative search might be necessary to find an alternative that leads to 

longer selection times. EnE-Rep, on the other hand, leverages a predefined CPU 

utilization threshold, allowing it to identify suitable hosts faster as compared to the non-

optimized technique's potentially time-consuming iterative search. By focusing on a 

specific CPU utilization range, EnE-Rep efficiently narrows down potential candidates 

that results in shorter selection time.  

       Finally, Figure 5 illustrates the energy consumption patterns of the proposed EnE-

Rep against the other methods across all seven scheduling policies, providing a 

comprehensive view of their energy usage. The non-optimized techniques, represented 

by the blue bars, exhibit notably higher energy consumption in kilowatts. This 

heightened consumption can be attributed to two main factors. Firstly, non-optimized 

techniques trigger a substantial number of VM migrations, resulting in significant 

performance degradation. Additionally, these techniques adopt an unintelligent approach 

to replication placement, indiscriminately utilizing any available host regardless of its 

current workload. The utilized indiscriminate placement leads to disadvantages such as 

the replications placed on overloaded hosts trigger frequent migrations to address 

performance bottlenecks caused by insufficient resources. Conversely, placing 
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replications on underloaded hosts results in wasted energy consumption because these 

machines remain powered-on despite having minimal workload. Resultantly, overall 

increase in energy consumption is observed in non-optimized techniques. In contrast, 

while HPSOTS focuses on energy reduction, it does not explicitly consider the impact of 

replication placement on migration frequency. This oversight may result in the selection 

of energy-efficient hosts that are not optimal in terms of migration that can limit 

HPSOTS’s overall energy savings as compared to EnE-Rep. 

 

 
 

Figure 5. Energy consumption comparison of different strategies 

 

7. Conclusion and future work 
 

Cloud computing offers several advantages such as ease of use, affordability, 

adaptability, growth potential, and dependability, however, its growing infrastructure 

demands more energy and raises network distribution challenges. In this study, we have 

proposed EnE-Rep that integrates dynamic power management (DPM) and data 

replication for optimizing energy usage and enhance performance in simulations.  

       The performance evaluation of the EnE-Rep model against classical scheduling 

policies and the HPSOTS metaheuristic technique highlights its effectiveness in 

minimizing VM migrations and reducing energy consumption in cloud computing 

environments. EnE-Rep's intelligent replica placement strategy, guided by a double 

threshold policy for CPU utilization, effectively avoids overloaded and underloaded 

hosts, thereby mitigating the need for frequent migrations caused by performance 
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bottlenecks. In contrast, non-optimized techniques exhibit higher VM migration 

frequencies and performance degradation. Although, HPSOTS prioritizes energy 

efficiency, however, its oversight of migration reduction may limit its overall energy 

savings compared to EnE-Rep. Additionally, EnE-Rep's efficient host selection process 

results in shorter selection times as compared to non-optimized techniques. The analysis 

highlights the drawbacks of non-optimized approaches and emphasizing the importance 

of intelligent replica placement in reducing energy consumption. Furthermore, the fusion 

of data replication and energy efficiency in EnE-Rep presents promising avenues for 

greener and more stable ICT infrastructures.  

      Future work could explore proactive threshold strategies and decentralized 

approaches to enhance performance in stochastic cloud computing environments, 

ultimately advancing the goal of sustainable and efficient technology infrastructure. 

 

Abbreviations 

 

DC     Data center  

DPM    Dynamic power management  

DVFS     Dynamic Voltage and Frequency Scaling  

GA     Genetic Algorithm 

HPSOTS   Hybrid Particle Swarm Optimization Tabu Search 

MIPS    Million Instructions Per Second  

PE      Processing Element  

PMs    Physical Machines  

QoS     Quality of Service  

SLAs    Service Level Agreements  

TEC    Total Energy Consumption 

VMC    Virtual machine consolidation  
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Abstract. This research provides a detailed analysis of small-scale dynamic neural network (NN)

models for human activity recognition using data from smartphones. We evaluate eight dynamic

NN: Finite Impulse Response (FIRNN), Infinite Impulse Response (IIRNN), Gamma Mem-

ory (GMNN), Lattice Ladder (LLNN), Time Delay (TDNN), Recurrent Neural Network (RNN),

Gated Recurrent Unit (GRUNN), and Long Short-Term Memory (LSTMNN), utilizing a publicly

available dataset from Kaggle. The study focuses on comparing these models in terms of higher

accuracy, smallest scale, adaptivity to the task (walking vs running classification), and memory

utilization. Different NN architectures and synapse configurations are evaluated by their accu-

racy and computational complexity. The findings reveal which NN architectures offer the best

performance while being the least computationally and memory demanding. Among the models,

the IIRNN achieved the highest accuracy at 99.86% in the recognition of specified activities. Ad-

ditionally, the TDNN model demonstrated impressive performance with 99.27% accuracy while

requiring fewer computational resources: 2 binary additions, 2 multiplications, and 2 activation

functions.

Keywords: Small-Scale Neural Networks, Time-Varying Signals, Smartphone Sensor Data, Hu-

man Activity Recognition; Accelerometer

1 Introduction

Recognition of human activities such as walking and running using smartphone sen-

sor data plays a crucial role in advancing health and fitness applications. This capabil-

ity holds significant promise for healthcare monitoring, athletic training, and lifestyle

management. Additionally, integrating Human Activity Recognition (HAR) with IoT

technologies paves the way for innovative smart healthcare solutions, demonstrating

the convergence of wearable technology and health monitoring (Gomaa and Khamis,

2023). This synergy is beneficial for developing smart cities and personalized health
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monitoring systems, thereby expanding the influence of HAR technologies (Serpush

et al., 2022). Furthermore, evaluating cognitive-mental abilities such as reaction times,

focus, and anticipation through digital solutions can significantly enhance athletic per-

formance and healthcare outcomes, showcasing the importance of integrating cognitive

assessments with physical health monitoring (Butkevičiūtė et al., 2023).

This study focuses on a comparative analysis of small-scale dynamic NN mod-

els, evaluating their performance, computational requirements, and memory usage in

processing accelerometer data. Unlike studies that concentrate on classifying specific

activities such as walking and running, this research aims to compare various NN ar-

chitectures, including TDNN, FIRNN, IIRNN, GMNN, LLNN, RNN, GRUNN, and

LSTMNN. Each network is assessed for its efficacy in accurately processing time-

sequenced activity data and its adaptability to the task. The central question here ad-

dressed is what the least complex dynamic NN architectures are and their features that

allow one to accurately enough classify walking and running activities using accelerom-

eter data.

The article is structured as follows: the introduction is followed by a review of re-

lated work to situate the research within the existing literature. Section on the proposed

investigation technique presents the dataset preparation, NN selection, NN models, their

complexity, and training procedure. The investigation results encompass investigation

coverage and findings on the four main NNs investigation aspects: recognition accuracy,

computational complexity, adaptability to the task, and memory utilization. Finally, the

implications of the findings are discussed.

2 Related Work

Time-variant data, characterized by its changes over time, is a critical component in

numerous research fields. Studies in this area utilize diverse datasets and applications,

including HAR, financial forecasting, audio data analysis, medical data, environmental

monitoring, and visual data processing.

HAR uses sensor data to recognize human activities, essential for applications in

health monitoring and mobile health apps. This field has grown significantly due to

the implementation of various models of NNs that enhance the accuracy and efficiency

of activity recognition (Kumar et al., 2024). Financial forecasting involves predicting

stock prices and other economic indicators using historical financial data (Li et al.,

2022). Audio data applications, such as speech recognition, have has played a pivotal

role in enabling us to adapt to novel modes of communication: it not only empowers

individuals with disabilities to interact, share knowledge and engage in open conver-

sations, but also holds promise for revolutionizing communication between machines

using natural languages (Kasparaitis and Antanavičius, 2023; Al-Fraihat et al., 2024).

In the medical domain, time-variant data includes longitudinal patient health records,

sensor data from medical devices, and various diagnostic data. These datasets are used

to predict and monitor health conditions such as Alzheimer’s Disease, diabetes, heart

failure, and Parkinson’s Disease (Alhudhaif, 2024; Davidashvilly et al., 2024). Environ-

mental data, including air quality and meteorological data, parking data, and Cal-trans
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Traffic Performance Measurement System data, is crucial for monitoring and forecast-

ing purposes (Zhang et al., 2024; Weerakody et al., 2021).

Various mathematical models have been developed to handle time-variant data, each

with distinct strengths and limitations. Traditional machine learning models such as

generative models (maximum a posteriori, Gaussian mixture or hidden Markov) and

standard machine learning models (support vector machine, random forest, k-nearest

neighbors), linear and autoregressive models (linear regression, autoregressive, autore-

gressive moving-average, autoregressive conditional heteroskedasticity) have been ex-

tensively used. However, these models often fall short in capturing long-term dependen-

cies due to their lack of memory functions, these models are more sensitive to short-

term relationships than long-term dependencies, which can not capture some important

recurring features (Hamzacebi et al., 2019; Jiang et al., 2020). Generative models, for

example, require expert knowledge and preprocessing of text for Automatic Speech

Recognition (ASR), making them less flexible than end-to-end ASR models that rely

on paired acoustics and language data (Hari et al., 2017).

In recent years, deep learning techniques, particularly recurrent NNs, have gained

prominence due to their ability to handle long-term dependencies in sequential data.

RNNs, LSTMNN, and GRUNN have demonstrated superior performance in various

applications, including healthcare and finance (Kosar and Barshan, 2023). For instance,

Deepcare model, which uses Diabetes and Mental Health patient data, achieved a higher

F-score (79) compared to traditional models like support vector machine (66.7) and ran-

dom forests (71.4) (Pham et al., 2016; Weerakody et al., 2021). LSTMNNs, in particu-

lar, are known for avoiding long-term dependency issues, making them highly suitable

for tasks requiring the recall of information over extended periods (Pham et al., 2016;

Hochreiter and Schmidhuber, 1997).

GRUNNs are shown to be less computationally intensive compared to LSTMNNs

due to their simpler architecture, resulting in faster training times. However, LSTMNNs

generally achieve better predictive performance (Weerakody et al., 2021). Specifically,

LSTMNNs demonstrated superior accuracy in capturing long-term dependencies within

the data, making them more effective for complex sequence modeling tasks. Further-

more, innovations like Bi-directional GRUNN have improved the accuracy and re-

liability of HAR systems (Helmi et al., 2023). Additionally, RNNs have been em-

ployed in embedded systems for HAR, utilizing data from accelerometers and other sen-

sors to achieve high accuracy, proving their efficiency in real-time applications within

resource-constrained environments (Alessandrini et al., 2021). This study adopts stream-

lined versions of LSTMNN, GRUNN, and RNN architectures to directly compare their

performance in HAR.

Primary models such as TDNN, FIRNN, IIRNN, GMNN, and LLNN have also

been utilized for handling time-variant data. These models demonstrated good results

by incorporating long-term dependencies of input signals but were not directly com-

pared with latest RNNs, GRUNNs, or LSTMNNs. The inclusion of these primary mod-

els in this study allows for a comprehensive comparison against latest architectures.

TDNNs, known for their implementation simplicity and ability to remember previous

signal input values (Paliwal, 1991). FIRNN and IIRNN models excel in signal pro-

cessing capabilities, while GMNNs are effective in managing long-range dependencies
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in sequences (Lawrence et al., 1995). LLNNs, with their unique lattice-ladder struc-

ture, offer flexibility and learning potential in dynamic environments, making them

suitable for sound and image processing (Back and Tsoi, 1992; Navakauskas et al.,

2014; Navakauskienė et al., 2021).

Convolutional Neural Networks (CNNs) are utilized in computer vision tasks. They

are also used in HAR with datasets such as KU-HAR, UCI-HAR, and WISDM, show-

ing good results with accuracies of 96.86%, 93.48%, and 93.89%, respectively (Akter

et al., 2023). Additionally, models that mix CNNs with LSTMNNs have been effec-

tive in identifying a broad range of activities, reaching an accuracy of 90.89% (Khan

et al., 2022). However, CNNs typically have pooling layers for down sampling, usually

performing average or max pooling to reduce the feature maps spatial resolution (Den-

tamaro et al., 2024). Such a complexity of NN architecture makes it not suitable for this

research due to small size CNNs inability to handle sequential dependencies effectively.

Transformer models (Vaswani et al., 2017) have shown impressive results in natural

language processing and image processing, and are beginning to make progress in time

series forecasting applications, but are not included in this study due to their complexity

and resource-intensive nature. Transformers struggle with feature extraction in time-

series data and have high memory requirements, making them unsuitable for small-scale

NNs (Weerakody et al., 2021). Another drawback of typical transformers for very long

sequences is their memory intensity. Taks needing 1000 s of timestep are particularly

difficult due to their quadratic time complexity, which is higher than that of RNNs (Li

et al., 2019). Despite advancements in attention mechanisms to address these issues,

RNN-based models remain more practical for this study’s scope and objectives.

Analysis of related work shows that from the perspective of dynamic NN models

TDNN, FIRNN, IIRNN, GMNN, LLNN, LSTMNN, GRUNN, and RNN already are

or have potential to be employed in embedded systems for HAR. Thus, it is important

to evaluate their performance in recognition of human activities with high accuracy but

keeping architectures at a small-scale. This study fills a gap in the literature by includ-

ing primary dynamic models and comparing them directly with the latest RNN archi-

tectures. The development and optimization of these models contribute to a broader

understanding of time-variant data applications, including agricultural monitoring and

the integration of IoT systems for real-time data processing (Laktionov et al., 2023).

3 Proposed Investigation Technique

This section describes the methodology used for dataset preparation, the selection of

dynamic NN models, the specifics and complexity of models, and their training process.

The approach is structured to assess the performance of various NN architectures in

classifying time-varying human activity data collected by smartphone sensors.

3.1 Dataset Preparation

The primary dataset used in this study is the KU-HAR dataset, obtained from Kag-

gle (Sikder and Nahid, 2021). This extensive dataset comprises 18 different activities

recorded from 90 participants using smartphone sensors, such as accelerometers and
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gyroscopes. For the purposes of our research, we focused on accelerometer data cor-

responding to walking and running activities, which are crucial for HAR in health and

fitness applications.

Dataset Characteristics. The KU-HAR dataset contains 1945 raw activity samples

and 20,750 subsamples derived from these, captured in both controlled and uncontrolled

settings. The activities range from static postures, like standing and sitting, to dynamic

movements, such as walking and running. Each sample was carefully recorded to ensure

the precision and reliability of the sensor data.

Data Processing. For this study, we used the time domain samples provided in the

dataset, which includes 20,750 subsamples, each representing 3 s of non-overlapping

accelerometer data. The sampling rate of 100 Hz was standartized across all samples

withing all activities.

Magnitude of accelerometer x, y, and z axis coordinates was computed to prepare

the data for input into NNs. Acceleration magnitude was calculated as follows:

u(n) =
√

x(n)2 + y(n)2 + z(n)2. (1)

Data Partitioning. The subsamples were split into training, validation, and testing

sets with a ratio of 60%, 20%, and 20%. This division ensures that the NN models are

thoroughly trained, validated for parameter tuning, and finally evaluated on new, unseen

data to assess their generalizability and performance.

3.2 Neural Networks Selection

The selection of dynamic NNs for this study was guided by their distinct abilities to

manage time-varying signals and intricate data structures. TDNNs were chosen for

their simplicity in implementation and their capability to retain previous signal input

values (Paliwal, 1991). FIRNN and IIRNN models were selected due to their strong

performance in signal processing tasks. GMNNs were included for their proficiency in

handling long-range dependencies in sequences, which is especially advantageous for

time-varying signals (Lawrence et al., 1995). LLNNs were selected for their unique

lattice-ladder structure, offering enhanced flexibility and learning potential in dynamic

environments (Back and Tsoi, 1992). This structure has been widely applied in the

analysis of sound and image processing (Navakauskas et al., 2014), and its adaptive ca-

pabilities have been demonstrated in the study of complex biological datasets in epige-

netics (Navakauskienė et al., 2021). RNNs were incorporated due to their fundamental

role in learning sequential dependencies within data, which is crucial for modeling cog-

nitive tasks (McClelland and Rumelhart, 1987). GRUNNs, known for their efficiency in

sequence modeling as highlighted by Cho et al. (2014), provide a simplified yet robust

approach to temporal data processing. LSTMNNs were chosen for their ability to mit-

igate long-term dependency issues, making them highly suitable for tasks that require

remembering information over long durations (Hochreiter and Schmidhuber, 1997).
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3.3 Neural Network Models

The forward propagation in each NN model used in this study is specifically tailored

to the experimental conditions and architectures employed here, rather than represent-

ing generic models. This customization is essential for understanding their operational

mechanisms and predictive capabilities. In the following mathematical expressions de-

scribing NN models we denote by NI the total number of NN inputs; ND – the order

of NN synapse (memory, filter, recurrency, etc.); NH – the total number of NN hidden

neurons; ΦHT – the hyperbolic tangent activation function; ΦLS – the logistic sigmoid

activation function; s(l)(n) – the l-th layer recall at the time instance n (note, that s(0)(n)
is NN input obtained by (1)).

The Output Layer Recall. For all eight selected NN models the output layer recall is

calculated similarly and can be expressed by:

s(2)(n) = ΦLS

(

NH
∑

h=1

w
(2)
h s

(1)
h (n)− w̄(2)

)

, (2)

here w
(2) and w̄(2) – the output neuron layer NH weights vector and a single bias.

The Recall of Hidden Neurons. For each considered NN model the recall of hidden

neurons is calculated separately and is provided below.

The hidden neurons of TDNN as synapses use time delay filters, thus the h-th hidden

neuron recall is:

s
(1)
h (n) = ΦLS

(

NI
∑

i=1

w
(1)
ihs

(0)(n− i)− w̄
(1)
h

)

, (3)

here W
(1) and w̄

(1) – NI ×NH size weights matrix and NH biases vector.

The hidden neurons of FIRNN as synapses use finite impulse response filters w
(1)
ih,

thus h-th hidden neuron recall is:

s
(1)
h (n) = ΦLS





NI
∑

i=1

ND
∑

j=1

w
(1)
ijhs

(0)(n− j − i)− w̄
(1)
h



, (4)

here W
(1) and w̄

(1) – NI ×ND ×NH size weights matrix and NH biases vector.

The hidden neurons of IIRNN as synapses use infinite impulse response filters, thus

the h-th hidden neuron recall is:

s
(1)
h (n) = ΦLS

(

NI
∑

i=1

s
(1)
ih(n)− w̄

(1)
h

)

; (5a)

s
(1)
ih(n) =

ND
∑

j=0

b
(1)
ijh(n)s

(0)
i (n− j) +

ND
∑

j=1

a
(1)
ijh(n)s

(1)
ih(n− j) , (5b)



Accuracy vs Complexity: A Small Scale Dynamic Neural Networks Case 333

here s
(1)
ih(n) is the output of IIR filter; b

(1)
ijh(n), a

(1)
ijh(n) are coefficients of feedforward

and recursive parts of IIR filter correspondingly; W(1) and w̄
(1) – NI × (2ND + 1) ×

NH size weights matrix and NH biases vector.

The hidden neurons of GMNN as synapses use Gamma Memory (tuned by η
(1)
ih),

thus h-th hidden neuron recall is:

s
(1)
h (n) = ΦLS





NI
∑

i=1

ND
∑

j=0

w
(1)
ijhs

(0)
ijh(n)− w̄

(1)
h



; (6a)

s
(0)
ijh(n) =

{

s(0)(n− i− 1), j = 0;

η
(1)
ihs

(0)
i(j−1)h(n) +

(

1− η
(1)
ih

)

s
(0)
ijh(n− 1), j ∈ [1, ND],

(6b)

here s
(0)
ijh(n) – the output signal of the j-th tap of the Gamma Memory connecting i-th

input with h-th neuron; W(1) and w̄
(1) – NI × (ND + 1)×NH size weights matrix and

NH biases vector.

The hidden neurons of LLNN as synapses use lattice-ladder filters (controlled by

lattice k
(1)
ih and ladder v

(1)
ih parameters):

s
(1)
h (n) = ΦLS





NI
∑

i=1

ND
∑

j=1

vijhb
(1)
ijh(n)− v̄

(1)
h



; (7a)

{

f
(1)
ijh(n) = f

(1)
i(j−1)h(n) + k

(1)
ijhb

(1)
i(j−1)h(n− 1);

b
(1)
ijh(n) = b

(1)
i(j−1)h(n− 1)− k

(1)
ijhf

(1)
i(j−1)h(n) ,

(7b)

for j ∈ [1, ND], with such initial and boundary conditions

b
(1)
i0h(n) = f

(1)
i0h(n), f

(1)
i(ND−1)h(n) = s(0) (n− i− 1). (7c)

Here f
(1)
ijh(n) and b

(1)
ijh(n) – the lattice forward and errors of backward prediction at the

j-th tap, respectively; K(1) – lattice NI ×ND ×NH size weights matrix; V (1) – ladder

NI ×ND ×NH size weights matrix; v̄(1) – NH biases vector.

The hidden neurons of RNN together with forward connections use recurrent ones

that store neurons hidden states:

s
(1)
h (n) = ΦHT





NI
∑

i=1

w
(1)
ihs

(0)(n− i− 1) +

ND
∑

j=1

k
(1)
jhs

(1)
h (n− j)− w̄

(1)
h



, (8)

here W
(1) – forward NI ×NH size weights matrix and w̄

(1) – NH biases vector; K(1) –

recurrent ND ×NH size weights matrix.

The neuron’s state in the hidden neurons of GRU is changed with a candidate state

s̃
(1)
h (n), which is updated using the reset gate s

(1)
Rh(n) and update gate s

(1)
Uh(n) signals,
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thus h-th hidden neuron recall is expressed by:

s
(1)
h (n) = s

(1)
Uh(n)s

(1)
h (n− 1) +

(

1− s
(1)
Uh(n)

)

s̃
(1)
h (n) ; (9a)

s̃
(1)
h (n) = ΦHT





NI
∑

i=1

ND
∑

j=1

w
(1)
ijh

(

s(0)(n− i− 1) + s
(1)
h (n− j)s

(1)
Rh(n)

)

− w̄
(1)
h



; (9b)

s
(1)
Rh(n) = ΦLS





NI
∑

i=1

ND
∑

j=1

w
(1)
Rijh

(

s(0)(n− i− 1) + s
(1)
h (n− j)

)

− w̄
(1)
Rh



; (9c)

s
(1)
Uh(n) = ΦLS





NI
∑

i=1

ND
∑

j=1

w
(1)
Uijh

(

s(0)(n− i− 1) + s
(1)
h (n− j)

)

− w̄
(1)
Uh



, (9d)

here update gate, reset gate and candidate state are represented by: W
(1)
U , W

(1)
R , W(1) –

combined input and hidden state NI × ND × NH size weights matrixes and w̄
(1)
U , w̄

(1)
R

and w̄
(1) – NH biases vectors, correspondingly.

The hidden neurons of LSTM is support gating of the hidden state. Input gate s
(1)
Ih(n),

forget gate s
(1)
Fh(n), output gate s

(1)
Oh(n), and input node s̃

(1)
Ch(n) signals are used to con-

struct memory cell internal state s
(1)
Ch(n). Thus h-th hidden neuron recall is expressed

by:

s
(1)
h (n) = s

(1)
Oh(n)ΦHT

(

s
(1)
Ch(n)

)

; (10a)

s
(1)
Cijh(n) = s

(1)
Fh(n)s

(1)
Ch(n− 1) + s

(1)
Ih(n)s̃

(1)
Ch(n) ; (10b)

s̃
(1)
Ch(n) = ΦHT





NI
∑

i=1

ND
∑

j=1

w
(1)
Cijh

(

s(0)(n− i− 1) + s
(1)
h (n− j)

)

− w̄C
(1)
h



; (10c)

s
(1)
Ih(n) = ΦLS





NI
∑

i=1

ND
∑

j=1

w
(1)
Iijh

(

s(0)(n− i− 1) + s
(1)
h (n− j)

)

− w̄
(1)
Ih



; (10d)

s
(1)
Fh(n) = ΦLS





NI
∑

i=1

ND
∑

j=1

w
(1)
Fijh

(

s(0)(n− i− 1) + s
(1)
h (n− j)

)

− w̄
(1)
Fh



; (10e)

s
(1)
Oh(n) = ΦLS





NI
∑

i=1

ND
∑

j=1

w
(1)
Oijh

(

s(0)(n− i− 1) + s
(1)
h (n− j)

)

− w̄
(1)
Oh



, (10f)

here input, forget, output gate and candidate memory state are denoted by: W
(1)
I , W

(1)
F ,

W
(1)
O , W

(1)
C – combined input and hidden state NI × ND × NH size weights matrixes

and w̄
(1)
I , w̄

(1)
F , w̄

(1)
O and w̄

(1)
C – NH biases vectors, correspondingly.
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3.4 Neural Networks Complexity

Table 1 provides an overview of the computational demands for eight selected NN mod-

els, detailing their operational requirements based on the total number of inputs (NI),

hidden neurons (NH), and synapse order (ND). The complexity of these dynamic NNs

is illustrated by the total number of basic computing elements: bin. additions (N2Σ),

bin. multiplications (N2Π), and act. functions (NΦ). The highest values in each cate-

gory are highlighted with a gray background.

Table 1. Dynamic NNs Complexity in Terms of the Total Number of Basic Computing Elements

NN Total Number of Parameters∗

Model N2Σ N2Π NΦ

TDNN NINH +NH NINH +NH NH + 1
FIRNN NIND +NINH +NH NIND +NINH +NH NH + 1

IIRNN NINH(2ND + 1) + 2NH 2NINHND +NH NH + 1

GMNN NINH

(

ND + 1

2
(N2

D −ND)
)

+

NI(NH − 1) + 2NH

NINH

(

1

2
(N2

D +ND) + 1
)

NH + 1

LLNN 2NINHND + 2NH NINH(2ND + 2) NH + 1

RNN NIND +NINH +NH NIND +NINH +NH NH + 1

GRUNN 3NHND(NI +ND) +ND 3NINH(NI +NDNH) 4NDNH + 1

LSTMNN 4NHND(NI +ND) +ND 4NIND(NI +NDNH) 6NDNH + 1

∗ By the gray background, the biggest values of N2Σ, N2Π and NΦ are outlined.

When examining the number of bin. multiplications and bin. additions, GMNN

stands out for its complexity, reflecting its design to manage detailed temporal data,

which may lead to superior performance in tasks requiring comprehensive historical

trend analysis. LLNN also shows a high number of operations, particularly in bin. ad-

ditions (2NINHND + 2NH), highlighting its ability to process data extensively in both

forward and backward passes through the layers.

TDNN is characterized by its relatively low complexity, with bin. additions and

bin. multiplications scaling linearly with the number of inputs and hidden neurons. This

makes TDNN a good choice for simpler, real-time applications. FIRNN, with its higher

order synapse filters, introduces more complexity than TDNN but remains efficient in

terms of binary operations, making it suitable for tasks requiring finer temporal resolu-

tion. IIRNN, while more complex due to its infinite impulse response filters, balances

its computational load with enhanced capability to model long-term dependencies, of-

fering a middle ground between simplicity and detailed sequence handling.

The LSTMNN uses the highest number of act. functions (6NDNH+1), indicating its

intricate design aimed at effective memory management. GRUNN, on the other hand,

uses fewer act. functions (4NDNH+1), simplifying some aspects of LSTM’s complexity

while still maintaining strong sequence processing capabilities. GMNN, LLNN, and

RNN utilize the same number of act. functions (NH + 1), suggesting these models
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are more straightforward and potentially more suitable for real-time applications like

smartphone-based human activity recognition.

3.5 Neural Networks Training

The various NNs in this study were trained using gradient descent methods specifically

tailored to their architectures.

TDNN introduces time delays deeper into the structure of NN, requiring modifi-

cations to standard NN training algorithms. As proposed by Waibel et al. (1989), the

backpropagation (BP) algorithm is adapted for this purpose.

FIRNN training utilizes a variant of the BP algorithm specifically adapted for finite

impulse response filters, referred to as temporal BP with gradient descent (Wan, 1990).

The training involves updating FIR weights based on the gradient descent method, ac-

counting for the delay elements within the network.

IIRNN training employs BP through time (BPTT) specifically tailored for IIRNN

(Campolucci et al., 1999). This method involves unrolling the network through time for

each sequence and updating the feedforward weights and IIR filter coefficients based

on the gradients calculated throughout this temporal expansion, effectively handling the

recursive components of the network.

GMNN employs stochastic gradient descent with BP, with updates applied to both

network weights and the Gamma memory parameters (de Vries and Principe, 1992).

LLNN utilizes a simplified stochastic gradient descent with temporal BP, accounting

for its lattice-ladder synapse structure (Navakauskas et al., 2014).

RNN uses BPTT (Werbos, 1990), unrolling the network through time for each se-

quence to update weights based on gradients computed across this temporal expansion.

Both LSTMNN and GRUNN also use BPTT (Vlachas et al., 2020). LSTMNN in-

corporates BP through structures that consist input, forget, and output gates, whereas

GRUNN uses a similar approach but with simplified update and reset gates.

The Glorot/Xavier weight initialization method was adopted to maintain consis-

tent training conditions and optimize weight scaling across different network architec-

tures (Glorot and Bengio, 2010). For initializing hidden layer weights, it is:

W = 2r rand(NI, NH)− r ; (11a)

r =

√

6

NI +NH

, (11b)

here rand(·) – a matrix of random numbers, in the range [0, 1], generator; r – the range

for the uniform distribution.

The training process was halted upon meeting early-stopping criteria such as when

the maximum number of epochs was reached or when the validation loss ceased to

improve over several epochs (Prechelt, 1998).

4 Investigation Results

This section presents the investigation coverage and the results of NNs accuracy and

complexity evaluation in human activity recognition tasks.
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4.1 Investigation Coverage

During the investigation, the size of the NN models was varied while maintaining a

fixed three-layer setup.

For FIRNN, IIRNN, LLNN and GMNN, the number of inputs NI ranged from 1 to

10, the synapse order ND ranged from 1 to 10, and the number of hidden neurons NH

ranged from 1 to 10, resulting in 10× 10× 10 = 1000 architectures for each model.

For TDNN, GRUNN, LSTMNN, and RNN, the synapse (recurrency) order ND var-

ied from 1 to 10, and the number of hidden neurons NH ranged from 1 to 10, resulting

in 10× 10 = 100 architectures for each model.

Each NN architecture was initialized and trained 100 times to avoid suboptimal

local minima. The architecture with the highest accuracy of these trials was used for

further evaluation. In total, this resulted in 440,000 different NN implementations.

To analyze how training duration of various NN models differ, we investigated the

distribution of the number of epochs required for each NN model to achieve the high-

est accuracy as shown in Fig. 1. This analysis was conducted over 100 training runs

for each NN model. The IIRNN shows a high median around 140 epochs with signif-

icant variability, indicated by a tall box, suggesting less efficient training. The RNN

has a low median of 3 epochs, with minimal spread and few outliers, highlighting its

efficiency and stable training performance. Similarly, the LSTMNN exhibits a low me-

dian of 4 epochs with limited variability, reinforcing its efficient training process. The

GRUNN shows the highest median around 180 epochs, indicating it requires the most

epochs for training, accompanied by substantial variability and numerous outliers, re-

flecting poor training efficiency.

The TDNN has a median of 4 epochs with slightly higher variability than RNN and

LSTMNN, yet still demonstrates efficient training. The FIRNN displays a low median

of 5 epochs with slight variability, maintaining its status as one of the efficient networks.

The LLNN shows a higher median around 10 epochs with considerable variability and

many outliers, indicating less efficient training compared to others. Lastly, the GMNN

Fig. 1. Training duration analysis of eight dynamic NN models achieving highest accuracy during

100 runs.
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network has a low median of 4 epochs with a compressed box towards the bottom,

suggesting stable and efficient training performance.

4.2 Neural Networks Evaluation

A comprehensive evaluation of various NN models utilized for HAR was performed. In-

vestigation was focused on the four main aspects: recognition accuracy, computational

complexity, adaptability to the task, and memory utilization. Key assessment metrics

included accuracy, the number of bin. additions, bin. multiplications, act. functions,

weights, and delays, inputs, hidden neurons, and memory allocation size.

Highest Accuracy Neural Networks. Table 2 presents only those NNs that attained

the highest accuracy across all architectures within each model. Some models having

several entries with the same highest accuracy value are distinguished by additional

subscripts. The main objective of the analysis is to identify architectures that not only

achieve top accuracy (rows in the table are primarily sorted in decreasing accuracy or-

der) but also balance computational efficiency, minimizing the number of bin. additions,

bin. multiplications, and act. functions (complementary sorting of rows in the table in

increasing number of parameters order).

Table 2. Highest Accuracy Achieving Dynamic Neural Networks and Their Complexity

Neural Total Number of Parameters∗∗ Highest
Network∗

N2Σ N2Π NΦ NW ND ACC, %

IIRNN1 612 549 10 5 603 99.86

IIRNN2 644 595 8 5 637 99.86

IIRNN3 920 850 11 7 910 99.86

RNN1 14 14 5 6 44 99.77

RNN2 19 19 7 7 84 99.77

TDNN1 35 35 6 6 35 99.77

TDNN2 40 40 6 7 40 99.77

TDNN3 49 49 8 6 49 99.77

TDNN4 63 63 10 6 63 99.77

GMNN 1503 1512 4 10 597 99.75

LLNN1 1638 1782 10 10 189 99.75

LLNN2 1820 1980 11 10 210 99.75

LSTMNN 490 480 61 10 490 99.66

FIRNN 35 35 6 5 80 99.58

GRUNN1 196 189 29 7 196 99.55

GRUNN2 306 297 37 9 306 99.55

∗ The gray background outlines the NNs with highest ACC or lowest parameter values.
∗∗

N2Σ – bin. additions; N2Π – bin. multiplications; NΦ – act. func.; NW – weights; ND – delays.

IIRNN1, IIRNN2, and IIRNN3 all achieved the highest accuracy of 99.86%. How-

ever, they required a significant amount of computational resources. The least resource-
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intensive of the three still required 604 bin. multiplications, 549 bin. additions, and

10 act. functions. Although RNN1 required the fewest bin. multiplications (14) and

bin. additions (14) and achieved the second highest accuracy (99.77%). Although RNN2

had similar accuracy, it needed marginally more computational resources, with 19 bin.

multiplications and 19 bin. additions. GMNN and both LLNN configurations also reach-

ed high accuracy at 99.75%. Despite GMNN having the fewest act. functions (4),

it required a large number of other parameters, with 1512 bin. multiplications and

1503 bin. additions, indicating significant computational demand. LLNN1 and LLNN2

also demanded extensive computational resources, with 1782 and 1980 bin. multiplica-

tions, and 1638 and 1820 bin. additions, respectively, demonstrating a trade-off between

accuracy and computational load. Notably, LSTMNN achieved a high performance with

an accuracy of 99.66%, but it required the most act. functions, totaling 61.

Close to the Highest Accuracy Neural Networks. Computational complexity data

of an expanded range of NN architectures is presented in Fig. 2 on the next page. The

main objective of the analysis is to relax the demands on accuracy (lowering acceptable

accuracy level or looking for the simplest complexity NN architecture) to get insights

on trade-off between computational complexity and accuracy across investigated NN

models.

The graph on the lest side in Fig. 2(a) primarily focuses on the computational

complexity between the number of act. functions and bin. multiplication operations

across various NN models, while also showing bin. additions in a 3D perspective. It

includes 19 TDNN, 24 FIRNN, 3 IIRNN, 2 GMNN, 9 LLNN, 22 RNN, 6 LSTMNN,

and 2 GRUNN architectures. Cubes denote the NN architectures with the highest accu-

racy, while spheres represent those within 99.9% of the highest accuracy attained by the

leading IIRNN1 network. A dense cluster of FIRNNs, TDNNs and RNNs at the bottom

of the graph indicates these networks require fewer act. functions. IIRNN, GMNN, and

LLNN exhibit a moderate number of act. functions, with differing bin. multiplication

needs. GRUNN shows a moderate increase in both bin. multiplications and act. func-

tions, indicating a higher but manageable computational load. However, LSTMNNs are

characterized by the highest number of act. functions.

The graph on the right side in Fig. 2(a) focuses on the computational complex-

ity between the number of bin. multiplications and bin. additions, while also showing

act. functions in a 3D perspective. LLNN shows a noticeable linear relationship, with an

increase in bin. multiplications generally corresponding to an increase in bin. additions.

FIRNN, TDNN, and RNN configurations cluster towards the lower end of the graph,

while GRUNN and LSTMNN occupy the middle range, with GRUNN showing slightly

lower computational needs than LSTMNN. In contrast, IIRNN, and LLNN are spread

across the range, indicating variable computational requirements. GMNN stands out,

reflecting the highest demands for both bin. multiplications and additions.

To explore a broader spectrum of our implemented NN architectures, we established

a new threshold of 99% accuracy across all NN models. This threshold enables us to in-

vestigate deeper relationships between computational parameters and identify smaller,

less resource-intensive architectures that maintain high accuracy.
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(a) Neural network architectures achieving an accuracy rate of 99.9% of the highest accuracy

attained by the leading IIRNN1 network

(b) Neural network architectures achieving an accuracy rate of 99% or higher

Fig. 2. Computational complexity analysis of an expanded range of NN architectures. The per-

spectives offered include: on the left side – the relationship between bin. multiplications and

act. functions, and on the right side – the relationship between bin. multiplications and bin. addi-

tions. Cubes (instead of spheres) denote the NN architectures with the highest accuracy.

The Fig. 2(b) expands the analysis to a wider range of NN models (all achieving

an accuracy rate of 99% or higher): 71 TDNN, 248 FIRNN, 142 IIRNN, 55 GMNN,

360 LLNN, 92 RNN, 58 LSTMNN, and 15 GRUNN. This broader dataset reveals that

the linear dependency between the number of bin. multiplications and bin. additions

is not exclusive to LLNN; it is also evident in FIRNN, GMNN, IIRNN, LSTMNN,

and GRUNN. Furthermore, a linear trend is observed for LSTMNN and GRUNN in

terms of act. functions with respect to both bin. additions and bin. multiplications. This

suggests a more generalizable relationship across different NN architectures, highlight-
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ing consistent computational patterns and dependencies that could inform optimization

strategies for various NN designs.

Finally, to visualize not only the best accuracy achieving NNs but also the small-

est architecture NNs, with the current threshold set at 99% accuracy we looked for the

smallest architectures (sorting then according to the smallest number of bin. additions,

bin. multiplications, act. functions, weights, and delays). Table 3 provides a compre-

hensive comparison of NN structures that achieve an accuracy of 99% or higher while

maintaining minimal computational complexity within each NN model.

Table 3. Neural Network Architectures with Minimal Computational Complexity Achieving 99%

or Higher Accuracy

Neural Total Number of Parameters∗∗ Highest

Network∗

N2Σ N2Π NΦ NW ND ACC, %

TDNN 2 2 2 2 1 99.27

GMNN 3 2 2 5 1 99.35

FIRNN 3 3 2 2 1 99.26

RNN 1 3 2 3 1 99.18

LLNN 6 8 2 3 1 99.27

GRUNN 7 6 5 7 1 99.23

LSTMNN 9 8 7 9 1 99.35

IIRNN 44 34 3 2 42 99.29

∗ The gray background outlines the NNs with highest ACC or lowest parameter values.
∗∗

N2Σ – bin. additions; N2Π – bin. multiplications; NΦ – act. func.; NW – weights; ND – delays.

The FIRNN model demonstrates exceptional efficiency, achieving an accuracy of

99.27% with the lowest parameter counts: 1 bin. addition, 2 bin. multiplications, 2 act.

functions, 2 weights, and 1 delay. The RNN achieves a similar accuracy of 99.18% with

slightly higher parameter requirements. TDNN also shows a high accuracy of 99.24%

with modest computational complexity. The LLNN model, while achieving 99.27% ac-

curacy, requires more parameters, particularly in bin. additions and multiplications.

GRUNN achieves 99.23% accuracy but with a considerable increase in the number

of parameters. LSTMNN, achieving the highest accuracy of 99.35%, also requires the

highest number of parameters among the simpler networks. Finally, the IIRNN struc-

ture, with an accuracy of 99.29%, demands a significant number of parameters, indi-

cating a higher computational complexity. This table highlights the trade-off between

computational complexity and accuracy across different NN models.

Adaptability of Neural Networks to the Task. Table 4 presents NNs that achieved

99% or higher accuracy, architectural parameters, specifically the number of delays,

inputs, and hidden neurons. The main objective of the analysis is to get insights on NN

models intrinsic flexibility to adapt to the given HAR task.

For RNNs, it is noticeable that most of the most accurate architectures vary in terms

of the number of hidden neurons, ranging from 2 to 10. However, the number of delays
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Table 4. Summary of Neural Network Architectures that Achieved 99% or Higher Accuracy

Neural Total Number of Parameters∗

Network Inputs, NI Delays, ND Hidden Neurons, NH

TDNN 1, 2, 5, 6 , 7, 8 1 1 – 5 – 10

FIRNN 1, 2 1 – 5 – 10 1 – 5 – 10

GMNN 1 – 9 1 – 3 – 10 1 – 10

IIRNN 3, 4, 6 , 7 2 – 9 , 10 4, 5 – 10

LLNN 2 – 9 – 10 1 – 9 – 10 1 – 10

LSTMNN 1 – 2 – 6 1 – 10 1

RNN 1 1 – 4 – 10 2 – 6 – 10

GRUNN 1, 2 1 – 7 – 10 1

∗ The gray background outlines the architecture parameters of the NNs that

achieved the highest accuracy.

varies across the entire tested range (from 1 to 10). The most accurate architecture for

RNNs has 1 input, 4 delays, and 6 hidden neurons. In FIRNNs, the optimal choice is to

use 1 or 2 hidden neurons, as adding more tends to decrease the network’s performance

for this task. The number of inputs and delays for FIRNNs does not significantly affect

performance, as they are spread across all tested variations (from 1 to 10). The most

accurate architecture for FIRNNs has 2 inputs, 5 delays, and 5 hidden neurons.

For GMNNs, it is suggested to use between 1 and 6 hidden neurons. A clear linear

relationship between the number of inputs and delays is noticeable, suggesting that

using the same number of delays and inputs for a single structure, varying from 1 to

10, is beneficial. The most accurate architecture for GMNNs has 9 inputs, 3 delays, and

10 hidden neurons. For IIRNNs, it is recommended to use 3, 4, 6, or 7 inputs with 4 or

more hidden neurons and 2 or more delays. The most accurate architecture for IIRNNs

has 6 inputs, 9 delays, and 5 hidden neurons.

LLNNs show that there should be at least 2 inputs, and the number of delays should

be equal to or greater than the number of inputs. The number of hidden neurons for

LLNNs does not matter much, as the most accurate architectures are equally spread

across all tested variations (from 1 to 10). The most accurate architecture for LLNNs

has 9 inputs, 9 delays, and 10 hidden neurons. For LSTMNNs, the number of delays is

less important than the number of inputs. It is noticeable that when the number of inputs

exceeds 6, the number of good architectures decreases significantly. The most accurate

architecture for LSTMNNs has 2 inputs, 10 delays, and 1 hidden neuron.

For GRUNNs, using 1 input with 1 to 10 delays is suggested. The most accurate

architecture for GRUNNs has 2 inputs, 7 delays, and 1 hidden neuron. For TDNNs,

most of the most accurate architectures appear when there are 1, 2, 5, 6, 7, or 8 inputs.

Memory Utilization of Neural Networks. The memory utilization patterns of differ-

ent NNs architectures are shown in Fig. 3. Each graph illustrates the relationship be-

tween memory usage and accuracy (ACC, %) for a specific NN architecture. Each dot

in the graphs represents a different configuration of the respective architecture, varying
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Fig. 3. Memory utilization of dynamic NN models, each achieving at least 99% accuracy. The

graph shows the relationship between memory usage (sum of weights, delays, and coefficient-

adjusted activation functions) and accuracy across different architectures.

in the number of inputs, delay elements, or hidden neurons. The main objective of the

analysis is to identify memory allocation needs for each NNs architecture as also as to

get insights on memory usage influence on the overall NNs accuracy.

Memory utilization in these NNs consists of several components. The total memory

is the sum of the number of weights and the number of delays, with equal memory

allocation needed for each weight and delay. Additionally, act. functions contribute to
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memory usage. They are evaluated as lookup tables, and their memory contribution

is not directly equivalent to weights or delays. Therefore, the memory allocated for

act. functions is multiplied by a specific coefficient to account for their different impact

on overall memory usage.

In Fig. 3 RNN graph when memory allocation increases from approximately 0 to

80 units, the accuracy generally trends upwards from 99.2 to about 99.8%. This suggests

that RNNs benefit from increased memory, enhancing their ability to learn and retain

temporal dependencies, thereby improving performance.

The FIRNN graph shows that accuracy peaks around 100 units of memory usage and

then declines. Accuracy ranges from 99.0% to 99.6%, indicating an optimal memory

size for FIRNNs. Beyond this point, more memory doesn’t lead to better accuracy and

may even reduce performance. This suggests a critical balance in memory allocation

for FIRNNs.

The GMNN graph shows a clear positive correlation between memory and accu-

racy up to a certain threshold. Memory usage ranges widely from 0 to 15,000 units,

with accuracy improving from 99.0% to about 99.8%. This indicates that GMNNs use

large memory capacities to manage detailed temporal data effectively, enhancing per-

formance in tasks requiring comprehensive historical analysis.

The IIRNN graph shows a high but stable accuracy range from 99.0% to 99.86%,

with memory usage from 0 to 6,000 units. Accuracy doesn’t vary much with mem-

ory changes, suggesting IIRNNs maintain high performance across different memory

levels. This stability indicates efficient memory usage in IIRNNs. A noticeable feature

in the IIRNN graph is the distinct horizontal lines formed by data points at specific

accuracy levels: 99.0%, 99.25%, and 99.75%. These lines suggest that certain configu-

rations of IIRNNs consistently achieve these accuracy levels regardless of variations in

memory usage. This pattern indicates that while memory allocation is crucial, there are

other factors within the IIRNN architecture that strongly influence its accuracy, leading

to these stable performance bands.

The LLNN graph shows a slight positive trend in accuracy with increasing memory

usage, ranging from 0 to 6,000 units. Accuracy improves from 99.0% to about 99.8%,

implying LLNNs can benefit from more memory, but less dramatically than other ar-

chitectures. Moreover, there are noticeable horizontal lines at accuracy levels such as

99.1%, 99.3%, 99.4%, and 99.5%. These lines indicate that LLNNs also have config-

urations that consistently achieve these accuracy levels. The presence of these lines

suggests that while memory usage impacts performance, certain LLNN configurations

can maintain specific accuracy thresholds, highlighting a degree of robustness in their

design.

The LSTMN graph shows memory usage from 0 to 2,500 units, with accuracy im-

proving from 99.0% to about 99.8%. This positive correlation indicates that LSTMNs

effectively use more memory to maintain long-term dependencies, which is crucial for

tasks requiring extended temporal context.

The GRUNN graph shows a notable positive correlation between memory usage and

accuracy, with memory ranging from 0 to 1,000 units. Accuracy increases from 99.2%

to about 99.6%, showing that GRUNNs use more memory to improve performance.
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This architecture’s ability to manage and update memory states dynamically adds to its

efficiency.

The TDNN graph shows a broader distribution of memory usage from 0 to 300 units,

with accuracy ranging from 99.2% to 99.8%. There is a slight positive trend, indicating

TDNNs benefit from more memory to some extent. However, the variability suggests

other factors also affect their accuracy.

5 Conclusions

This study explored eight different models of small-scale dynamic neural networks to

identify the least complex architectures capable of accurately classifying walking and

running activities using accelerometer data. Based on the analysis of 440,000 distinct

NN implementations, the following key points were observed:

1. Among the configurations tested, the IIRNN, especially IIRNN1, achieved the high-

est accuracy of 99.86%. with the least computational demand in terms of bin. addi-

tions and bin. multiplications.

2. The TDNN demonstrated an excellent balance by providing a high accuracy of

99.27% while requiring lowest computational complexity in terms of bin. additions

and bin. multiplications making it highly suitable for real-time applications.

3. Despite its higher computational demands, the GMNN exhibited strong perfor-

mance, achieving 99.35% accuracy with the fewest number of act. functions (2).

4. Among the NN models analyzed, FIRNNs and TDNNs stand out for their ability

to achieve high accuracy with minimal architectural complexity. FIRNNs perform

optimally with 1 or 2 hidden neurons, 2 inputs, and 5 delays, while TDNNs excel

with 1 or 2 inputs and 6 hidden neurons, making both networks highly suitable for

tasks requiring efficient, real-time processing.

5. Notably, the IIRNN and LLNN graphs show distinct horizontal lines at certain

accuracy levels, indicating that these networks achieve stable and consistent per-

formance across a range of memory usages. This robustness makes them reliable

choices for applications where maintaining high accuracy regardless of memory

constraints is essential.
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