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Abstract. Precise mapping of burned forest areas is essential for monitoring the effects of 

wildfires and supporting forest management efforts, particularly given the increasing frequency of 

wildfires driven by climate change. In this study, two image datasets were generated from 

Sentinel-2 imagery using RGB (Red, Green, Blue) and RGNIR (Red, Green, Near-Infrared) bands 

to evaluate the effectiveness of these spectral bands for semantic segmentation of burned areas. 

The U-Net and Feature Pyramid Network (FPN) models were compared for binary segmentation 

of burned regions using Sentinel-2 satellite data and the Satellite Burned Area Dataset. The U-Net 

model, utilizing the RGNIR band combination, outperformed the FPN model, achieving an 

Intersection over Union (IoU) score of 0.7601 and an overall accuracy of 90.92% across 138 test 

images. These findings underscore U-Net’s capacity to extract sufficient spectral and spatial 

features even with limited training data, providing an efficient method for large-scale mapping of 

burned areas. 

Keywords: Deep learning, U-Net, Semantic segmentation, burned area mapping, Sentinel-2, 

Remote Sensing 

1. Introduction 

Forest ecosystems, covering approximately 30% of the Earth's land surface, sequester 

45% of the carbon stored in terrestrial ecosystems (Baldrian et al., 2023). However, 

global forested areas are in decline due to factors such as urbanization and the expansion 

of agricultural land, both of which contribute to the exacerbation of climate change. 

In recent years, the incidence of large forest fires has risen across Mediterranean 

countries and Europe, where forests cover more than one-third of the total land area. 

While extreme weather conditions are considered a key factor in the occurrence of local 
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fires in the short term, it is evident that climate change significantly increases the risk of 

forest fires. Beyond the immediate environmental destruction, these fires have profound 

ecological and economic consequences for ecosystems, biodiversity, and natural 

resources (WEB, a). According to Copernicus, 2023 has been recorded as the warmest 

year in Europe (WEB, b). The relationship between forest fire risk and climate change is 

complex; however, when these trends intersect with ignition sources and the availability 

of fuel, large-scale fires, particularly wildfires, are likely to have severe impacts on 

societies, economies, ecosystems, and the nature of forest fires themselves (WEB, c). 

The rapid, cost-effective, and accurate identification of burned forest areas is 

essential for effective disaster management, ecological restoration, and understanding 

the broader impacts of global climate change. Remote sensing technology serves as one 

of the most vital tools for the swift, economical, and timely monitoring, localization, and 

mapping of burned areas across large geographic scales. 

The European Space Agency's Copernicus programme provides multispectral data 

that has proven highly effective in detecting land surface changes, including those 

resulting from forest fires (Zhang et al., 2022). Compared to traditional machine learning 

(ML) models, deep learning (DL) models offer several advantages for forest fire 

detection (Maskouni and Seydi, 2021). Numerous DL-based studies have been proposed 

for the segmentation of burned forest areas using Sentinel-2 imagery. For instance, 

Knopp et al. (2020) developed a new training and validation dataset for the semantic 

segmentation of burned areas, employing the U-Net architecture, achieving an overall 

accuracy (OA) of 0.98. Similarly, Hu et al. (2021) explored the potential of DL methods 

for mapping burned areas using Sentinel-2 and Landsat-8 datasets. Seydi et al. (2021) 

introduced a framework for burned area mapping based on the Deep Siamese 

Morphological Neural Network (DSMNN-Net) and heterogeneous datasets, proposing 

the Burnt-Net framework with Sentinel-2 data, which yielded an OA exceeding 97%. 

Cambrin et al. (2023) contributed a new dataset of pre- and post-fire Sentinel-2 L2A 

acquisitions of California forest fires, providing three baselines: spectral index analyses, 

SegFormer, and U-Net models, with the U-Net achieving an Intersection over Union 

(IoU) score of 0.577±0.002 without specific pre-training. Sui et al. (2024) proposed 

BiAU-Net, a novel U-Net-based model for burnt area segmentation using pre- and post-

fire Sentinel-2 imagery across five independent regions. Han et al. (2024) developed the 

Burned Area-Burn Severity (BA-BS) dataset and introduced a multilevel feature fusion 

mechanism, achieving a 0.781 IoU score using Google Earth Engine with multispectral 

Landsat 8 data. Lee et al. (2025) proposed an automatic forest fire detection approach 

using false-colour RNG (B4, B8, and B3) Sentinel-2 images and the HRNet model, 

achieving an IoU score of 89.40. 

The results of burned area mapping using deep learning (DL) approaches 

demonstrate the strong potential of DL models for effectively identifying burned regions. 

A review of the literature reveals that DL methods have consistently produced highly 

promising outcomes. However, one of the primary challenges in this domain is the 

limited availability of open-access datasets, which remains a significant barrier to further 

improving these results. Although the Satellite Burned Area Dataset (SBAD) was 

originally developed for burn severity mapping, its class imbalance posed difficulties for 

our analysis, leading us to modify it for binary semantic segmentation. Additionally, we 

focused on two specific combinations of three Sentinel-2 bands and utilized U-Net and 
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Feature Pyramid Network (FPN) models to assess the accuracy of the dataset with a 

limited number of samples. In this context, our key contributions are as follows: 

 We modified the SBAD open-access dataset for binary segmentation of 

burned forest areas. 

 We evaluated the RGB and RGNIR Sentinel-2 band combinations for 

burned area segmentation using the modified SBAD dataset. 

 We assessed the binary segmentation performance of the FPN and U-Net 

models on the altered SBAD dataset. 

 

2. Material and Methods 

2.1. Satellite Burned Area Dataset (SBAD) 

 

In this study, the open-access Satellite Burned Area Dataset (SBAD) was utilized for 

the binary segmentation of burned areas in an initial phase aimed at determining burn 

severity, using data derived from Sentinel-2 imagery (WEB, g). The dataset consists of 

73 atmospherically corrected post-fire Sentinel-2 images, each containing 13 spectral 

bands. These images cover approximately 19,000 km² across various morphologies and 

terrain types throughout Europe, collected between 2017 and 2019. The dataset includes 

labelled data for five distinct burn severity levels, with unburned areas accounting for 

91.9% of all image pixels. For burned areas, class 1 covers about 12%, while classes 2 

through 4 account for roughly 30% of the total, with individual class proportions of 1%, 

2.25%, 2.35%, and 2.5%, respectively (Colomba et al., 2022). Table 1 provides details of 

the class categories and corresponding pixel values, while Figure 1 illustrates an 

example of the image-label pair. The dataset is labelled with six classes, including one 

background class and five classes representing varying levels of burn severity. 

 
 

Table 1. Classes in SBAD dataset (Colomba et al., 2022) 

Class 
1 

Background 

2 

Unburned 

3 

Low 

Severity 

4 

Moderate-

Low 

Severity 

5 

Moderate-

High 

Severity 

6 

Hight 

Severity 

Class 

Value 

[0-255] 

0 32 64 128 192 255 
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Figure 1. Original and labelled image in 256x256 pixel size 

In the initial stage of the study, the suitability of image patch sizes for the Feature 

Pyramid Network (FPN) and U-Net architectures was assessed. To achieve this, the 

maximum and minimum dimensions of the image patches generated from the 73 

Sentinel-2 images in the dataset were analyzed, as presented in Table 2. Based on this 

analysis, it was determined that the optimal size for both image and label data should be 

set to 256x256 pixels. This decision was informed by the range of pixel sizes observed 

across the 73 images, ensuring that the selected patch size accommodates the spatial 

characteristics of the dataset for efficient processing by the FPN and U-Net networks. 

 

 
Table 2. Minimum-maximum width and length values of the original dataset 

Minimum 

Length 

Maximum Length Minimum Width Maximum Width 

 

261 

 

313 

 

4449 

 

3910 

 

In this study, two distinct image datasets were generated from Sentinel-2 imagery, 

each with a 256x256 pixel resolution: (i) true color images consisting of Red, Green, and 

Blue (RGB) bands (Figure 2-a), and (ii) false color images utilizing Red, Green, and 

Near-Infrared (RGNIR) bands (Figure 2-b). These datasets were created to evaluate the 

effectiveness of different spectral bands for the semantic segmentation of burned areas. 

Given that binary segmentation was the primary objective of this study, the six original 

classes were consolidated into two categories: burned and unburned areas. In the 

segmented images, yellow represents burned areas, while purple denotes unburned 

regions (Figure 2-c). 
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Figure 2. a) RGB image, b) RGNIR image and c) label 

 

To enhance the dataset's accuracy, images with more than 98% unburned area were 

excluded from the original dataset. This refinement resulted in a total of 1,094 image 

patches, each with a 256x256 pixel resolution. These patches were then reclassified into 

two categories for binary segmentation: the first, second, and third original classes were 

combined into a single "unburned" category, while the fourth, fifth, and sixth classes 

were consolidated into a "burned" category (see Table 1). Table 3 provides the 

distribution of these classes based on grey values. After this reclassification, images with 

more than 98% unburned area were removed again. The final dataset comprised 690 

images, which were divided into 552 patches for training and 138 patches for testing. 

 
Table 3. Binary class definition 

  

Unburned 

 

Burned 

 

 

Merged Classes 

 

 

0, 32, 64 

 

128, 192, 255 

 

2.2. Deep Learning Models 

 

In this study, the Segmentation Models Library (WEB, d) was employed to assess the 

binary semantic segmentation capabilities for detecting burned areas. This library, 

compatible with TensorFlow, provides access to various pre-trained models, including 

U-Net, Feature Pyramid Network (FPN), Linknet, and PSPNet. The U-Net and FPN 

models were selected for this research due to their demonstrated success in the literature. 

Given that deep learning (DL) models represent a state-of-the-art approach for burned 

area mapping and offer substantial improvements over traditional methods, both U-Net 

and FPN were utilized to evaluate the modified Satellite Burned Area Dataset (SBAD). 
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U-Net is a deep learning architecture specifically designed for biomedical image 

segmentation. Its encoder-decoder structure allows it to achieve high accuracy even with 

limited training data. U-Net is particularly notable for its pixel-based classification 

capability. A key feature of U-Net is its use of skip connections, which link high-

resolution feature maps from the encoder side to the up-sampling layers on the decoder 

side. This design facilitates the recovery of details lost at lower resolutions, resulting in 

more precise pixel-level classification (Ronneberger et al., 2015; WEB, e). 

The Feature Pyramid Network (FPN) is a deep learning architecture utilized in image 

processing tasks such as object detection and segmentation. FPN is designed to 

effectively identify both small and large objects by leveraging multi-scale features. A 

distinguishing feature of FPN is its pyramid structure, which enables the simultaneous 

access of information at various resolutions. This is achieved through the Bottom-Up 

Pathway, which reduces image size to capture attribute data, and the Top-Down Pathway 

combined with Lateral Connections, which enlarges image size or maintains consistent 

dimensions to retrieve attribute data. This architecture aims to integrate both explicit 

features and hidden information (Kim et al., 2018; WEB. f). 

The hyperparameters used for training both U-Net and FPN models are detailed in 

Table 4. During training, the dataset was augmented using the augmentation library, with 

the specific augmentation techniques listed in Table 5. 

 
Table 4. The hyperparameters used for the training of U-Net and FPN 

Hyperparameters U-Net FPN 

Encoder Resnet18 Resnet18 

Train Batch Size 16, 8 16, 8 

Test Batch Size 16,8 16, 8 

Learning Rate 0,0001 0,0001 

Epoch 100 100 

Loss Dice Loss + Binary Focal 

Loss 

Dice Loss + Binary Focal 

Loss 

Optimizer Adam Adam 

 

 
Table 5. Utilised augmentation types 

Augmentation Type Value Augmentation 

Type 

Value 

Horizontal Flip 0.5 CLAHE 1 

Shift Scale Rotate 0,5 Random Brightness 1 

Pad If needed 256x256 Random Gamma 1 

Random Crop 256x256 Sharpen 1 

Gaussian Noise 0,2 Blur 1 

Perspective 0,5 Motion Blur 1 
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3. Results and Discussion 

 

The Tesla P100 16GB GPU, available to users on Kaggle, was utilized for training in 

this study. The performance of U-Net and FPN architectures was compared across 

different band combinations using consistent parameters. The test results indicated that 

RGNIR images yielded better results for both U-Net and FPN models in detecting 

burned and unburned areas compared to RGB images (see Tables 6 and 7). To enhance 

model performance and ensure that burned areas are effectively learned, weights trained 

on the ImageNet dataset (WEB, h) were employed, and the ResNet-18 encoder was 

selected for this purpose. 

 
Table 6. Test results for RGB image dataset 

Model Encoder Loss IoU F1 

Score 

Precision Recall Train 

Batch 

Test 

Batch 

U-Net Resnet-

18 
0,7889 0,4573 0,6241 0,7208 0,5535 16 16 

U-Net Resnet-

18 
0,9337 0,3856 0,5502 0,7218 0,4627 8 8 

FPN Resnet-

18 
0,7778 0,4232 0,5918 0,7204 0,5048 16 16 

FPN Resnet-

18 

0,8486 0,3841 0,5498 0,7246 0,4562 8 8 

 
 

Table 7. Test results for RGNIR image dataset 

Model Encoder Loss IoU F1 

Score 

Precision Recall Train 

Batch 

Test 

Batch 

U-Net Resnet-

18 
0,3438 0,7601 0,8632 0,8829 0,8455 16 16 

U-Net Resnet-

18 
0,4114 0,7510 0,8562 0,8418 0,8757 8 8 

FPN Resnet-

18 
0,3811 0,7523 0,8579 0,8465 0,8709 16 16 

FPN Resnet-

18 
0,3748 0,7510 0,8562 0,8640 0,8522 

8 8 
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Comparing Tables 6 and 7, it is evident that the RGB band combination yields 

significantly lower accuracies compared to the RGNIR band combination. The Near-

Infrared (NIR) band provides distinct spectral properties for burned areas that differ from 

the healthy green cover, allowing for more accurate segmentation of burned regions. 

While the segmentation accuracy between the U-Net and FPN models did not show 

substantial differences, the U-Net model with the RGNIR band combination achieved a 

higher Intersection over Union (IoU) score of 0.7601. This suggests superior 

performance by U-Net in accurately delineating the boundaries of burned areas. 

Furthermore, the U-Net model demonstrated a strong overall accuracy of 90.92% when 

tested on 138 Sentinel-2 images using the RGNIR band combination. 

 

 
Figure 3. U-Net results for the RGNIR image dataset. The yellow and purple colors represent 

burned and unburned classes, respectively. a) IoU: 96.85 b) IoU: 95.64 c) IoU: 93.93 

Original Image Labelled Image Predicted Image 

   

a) 

   

b) 

   

c) 
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Typically, deep learning models utilize all 12 Sentinel-2 bands. However, this study 

found that the U-Net model provided reliable results with a minimal band combination. 

Given the limited training data, an IoU score of 0.7601 is considered high, indicating 

that the model effectively captured the spatial boundaries of burned areas with precision, 

even with a relatively small dataset. This suggests that the U-Net model achieved a well-

generalized solution despite data constraints, successfully learning meaningful spectral 

and spatial features and accurately detecting burned areas with fewer inputs. Sample 

results of the U-Net model and its performance with a batch size of 16 are illustrated in 

Figure 3. 

4. Conclusion 

 

The results of the study demonstrate that the U-Net model can achieve reliable 

outcomes using RGBNIR Sentinel-2 RGNIR bands and a limited amount of training 

data. This underscores the robustness of deep learning models like U-Net, which are 

capable of generalizing effectively even with scarce labelled datasets. This capability is 

particularly valuable for remote sensing applications where labelled data is often limited. 

Accurate mapping of burned forest areas is becoming increasingly vital in the context 

of climate change and its profound effects on global ecosystems. As climate change 

amplifies the frequency and intensity of wildfires, the timely and precise detection of 

burned areas is essential for monitoring ecological recovery and evaluating carbon 

emissions. From a forest management standpoint, the ability to swiftly and accurately 

map burned regions supports informed decision-making for restoration efforts. 

Additionally, as forest ecosystems face mounting threats from both climate change and 

human activities, the insights derived from deep learning-based burned area mapping can 

inform sustainable management practices, fostering healthier forests and mitigating risks 

associated with future fires. The integration of advanced remote sensing technologies 

with climate and forest management strategies will be critical in adapting to and 

reducing the impacts of climate change while safeguarding ecosystems and communities 

alike. 

To enhance the accuracy of burned area mapping, future plans include developing 

new datasets that are freely available to the research community can help address data 

scarcity and improve model performance, producing synthetic datasets can supplement 

real data, providing additional training examples and improving model robustness and 

incorporating more spectral bands, such as Short Wave Infrared (SWIR), can offer more 

detailed information and improve the precision of burned area detection. 

These strategies aim to refine the accuracy and effectiveness of burned area mapping 

techniques. 
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