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Abstract. Telephone fraud poses significant threats to telecommunications network users, caus-
ing both financial loss and emotional stress. The aim of this study was to develop and evaluate
a real-time telephone fraud detection and prevention system, based on the principle of phone
conversation content analysis. The study included an empirical study to select optimal AI tools
for system implementation. A system prototype was developed, integrating the selected auto-
matic speech recognition tool and large language model with a specific prompt, to analyze phone
conversation content in real-time. The system’s effectiveness was evaluated in a simulated envi-
ronment reflecting real-time conditions, using an expanded dataset with various fraud scenarios
and languages.
The results indicate high classification effectiveness of the system, achieving an accuracy of
90,4% and a 91,2% F1 score, indicating the system’s efficacy in real-time telephone fraud de-
tection. The prevention rate reached 69,8%, demonstrating the system’s potential in real-time
telephone fraud prevention
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1 Introduction

The evolution of telecommunications technology has significantly transformed daily
life by enabling rapid and efficient communication both personally and professionally.
Telecommunications have not only made the exchange of calls and messages quicker
and more convenient but also opened new avenues for remote work and education,
allowing people to communicate and collaborate irrespective of their physical location.

However, despite many benefits, telecommunications technology has also intro-
duced new security challenges, including telephone fraud. This type of fraud, which
aims to generate illegal income using telecommunications, presents significant threats
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affecting all network users, impacting individual consumers and legal entities such as
mobile network operators. Although protecting mobile network operators from fraud-
sters is crucial, this research primarily focuses on individual end-users, including private
individuals and company employees, who may encounter phone fraudsters daily. Stud-
ies highlight that while there are strategies to combat fraud targeting mobile network
operators (Sahin et al., 2017; Trapiņš, 2015), individual users are still vulnerable, as
shown by telephone fraud statistics.

Surveys by the European Commission in 2020 (WEB, a) estimated that, over two
years, European citizens lost EUR 24 billion EUR due to fraud, with 28% of these
fraud cases conducted via telephone. In 2023, the U.S. Federal Trade Commission re-
ported that telephone fraud cost consumers approximately 850 million USD (WEB, b).
In Latvia, the financial industry association noted that phone scams are challenging to
prevent and phone fraud cases resulted in losses of 5,5 million EUR for Latvian citizens
in 2023 alone (WEB, c).

Official statistics on telephone fraud do not fully capture the problem’s scope. Vic-
tims often do not report their experiences, out of shame or fear, suggesting that the true
financial losses could be considerably higher. The psychological and emotional toll on
victims of telephone fraud, including stress, fear, anger, and psychological trauma, in-
dicates a deeper impact on both individual and societal levels beyond mere financial
losses (WEB, a,d). Overall, the statistics not only highlight the problem’s relevance but
also the potential need for new and effective protection methods in this field.

The structure of this paper is organized as follows: Section 2 outlines the research
aim, establishing the study’s primary objectives and framework. Section 3 covers related
work, reviewing existing literature and technologies relevant to phone fraud detection
and prevention. Section 4 presents the system prototype design, detailing the archi-
tecture of the real-time phone fraud detection and prevention system, which utilizes
AI tools such as Automatic Speech Recognition (ASR) and Large Language Models
(LLMs). Section 5 presents study, which focuses on choosing the most suitable ASR
tool to transcribe conversations, while Section 6 describes the selection process for an
LLM to analyze conversations for fraud detection. In Section 7, an empirical evaluation
of the integrated system is presented, assessing its accuracy, latency, and real-time ca-
pabilities. Section 8 provides a discussion on the findings, and Section 9 concludes the
study, summarizing key insights and suggesting directions for future work.

2 Research aim

This study addresses the critical need for a real-time phone fraud detection and preven-
tion system tailored for individual users within telecommunications networks.

The goal of this research is to design and evaluate a full-scale real-time telephone
fraud detection and prevention system, which aims to protect individual telecommuni-
cations network users from phone fraud. The system operates by analyzing phone con-
versation content by use of four main components: real-time recording of phone conver-
sations, transcription, conversation content analysis, and user notification. It leverages
existing AI tools for automatic speech recognition and large language model (LLM) to
handle conversation transcription and content analysis.
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The objectives of this research are threefold:

1. To design an integrated system architecture that incorporates its components
effectively, ensuring seamless functionality and user responsiveness.

2. To select the most suitable AI tools for transcription and content analysis, fo-
cusing on achieving high accuracy and minimal latency in fraud detection.

3. To conduct testing and simulations to evaluate the system’s effectiveness in real-
world scenarios.

Further, empirical research will be conducted to optimize the selection of AI tools,
with a comparative analysis of industry-provided technologies to determine the most
effective ASR and LLM solutions. Additionally, the study will utilize a multi-lingual
dataset of simulated phone conversations in Latvian, English, and Russian to mirror the
linguistic context of Latvia, accompanied by a control group of legitimate phone calls
for a comprehensive evaluation of the system’s capabilities.

3 Related work

Phone fraud remains a significant and evolving threat to individuals and organizations,
necessitating continuous advancements in detection and prevention methods. Existing
approaches to combating phone fraud can be broadly categorized into two main cat-
egories: social education and technological solutions. Social education initiatives fo-
cus on raising public awareness about the characteristics of phone scams, empower-
ing individuals to recognize and avoid potential fraud attempts. While valuable, such
methods can be inconsistent, as human judgment is often susceptible to factors like fa-
tigue or stress. This review focuses on technological methods for phone fraud detection,
which is essentially a binary classification problem - distinguishing between legitimate
and fraudulent calls. Evaluating the effectiveness of phone fraud detection systems in-
volves considering various performance metrics such as accuracy, precision, recall and
F1 score.

3.1 Phone call filtering and blocking

Traditionally, methods like blacklisting and filtering have been used to detect phone
fraud. Call filtering methods involve marking suspicious numbers, timely blocking, and
adding them to blacklists. Filtering and blocking are performed by analyzing Call De-
tail Records (CDR), which include call metadata — call start time, call end time, caller
number, receiver number, call duration, receiver location, call type (outgoing, incom-
ing), etc. In addition to call metadata, number tagging and blocking can be based on
previous fraud cases and user reports. Implementations can use traditional data analysis
algorithms or machine learning algorithms.

In a 2018 study, the “TouchPal” system was developed, employing machine learning
methods and CDR data analysis (Li et al., 2018). The system relies on a substantial user
base to create a reputation-based blacklist for effective prevention of fraudulent calls.
Users mark suspicious calls, contributing to a blacklist that blocks incoming calls from
these numbers. Machine learning models—including random forests, neural networks,
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support vector machines, and logistic regression—predict fraudulent calls based on 29
features without analyzing call content. Key criteria include call type, duration, time,
location, contact information, and historical data. The study reported a 99,99% preci-
sion rate and a 90% recall rate (calculated F1 score of 94,74%). However, the study
notes that the main drawback is that fraudsters can bypass the system’s protection by
spoofing the caller ID.

The 2020 study by Xing et al. (Xing et al., 2020) presented a deep learning ap-
proach for automatic detection of fraudulent calls by analyzing CDRs. Models used
included deep neural networks, convolutional neural networks (CNNs), long short-term
memory networks (LSTMs), and stacked denoising autoencoders (SDAEs). The SDAE
model achieved over 99% accuracy. However, precision was low (6–11%) due to an im-
balanced dataset (8,2 million legitimate calls vs. 8200 fraudulent calls). Given the low
precision, the model avoided missing fraudulent calls by often misclassifying legitimate
calls as fraudulent, sacrificing precision to ensure a high accuracy.

The 2021 study (Gowri et al., 2021) proposed a machine learning solution using
a recurrent neural network (RNN) to detect malicious (fraudulent) phone calls by an-
alyzing a dataset containing CDRs obtained from the Kaggle platform. The proposed
solution includes data preprocessing for quality improvement and RNN model training
for predictions. The study reported an 87% accuracy in detecting malicious calls, indi-
cating the effectiveness of RNNs in reducing such calls. However, detailed performance
metrics like recall, precision, and F1 score were not provided, limiting a comprehensive
evaluation of the model’s ability to distinguish between legitimate and fraudulent calls.

3.2 Caller ID spoofing

Filtering and blacklisting approaches are vulnerable to caller ID spoofing, which allows
fraudsters to bypass protection mechanisms. Caller ID spoofing enables fraudsters to
conceal their identity by altering their phone number to any other number. This is pos-
sible because telecommunication networks are not fully protected against such interfer-
ence (Song et al., 2014). Initially, telecommunication systems were designed assuming
that caller ID information would be authentic, unique, and authorized. However, tech-
nological advancements have allowed fraudsters to exploit system vulnerabilities, using
software and devices that manipulate caller ID data. This manipulation allows fraud-
sters to generate any outgoing phone number, including ones similar to the victim’s
own number, contacts from the victim’s phonebook, emergency numbers, etc. (WEB,
e), making it harder to identify fraudulent calls and increasing the likelihood that the
victim will answer. Caller ID spoofing reduces the effectiveness of filtering and black-
listing systems because these systems rely on historical data and user reports, which
become useless when caller IDs are spoofed.

The 2020 study (Pandit et al., 2020) describes the development of the “Robocall-
Guard” system—a virtual assistant (VA) designed to limit fraudulent and other un-
wanted calls using automatic call filtering. Motivated by the problem of caller ID spoof-
ing, “RobocallGuard” offers protection against the negative effects of phone number
manipulation. The system uses audio analysis and voice recognition, serving as a pro-
tective layer between the caller and the recipient by filtering fraudulent and other un-
wanted calls using a test similar to a “captcha” but in audio format: the caller must state
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the recipient’s name. If the recipient’s name is not correctly provided, the call is not
connected and is subsequently blocked by adding it to a blacklist. If a call is received
from a blacklisted number, the virtual assistant immediately blocks it; calls from the
whitelist are connected without VA intervention. For numbers not in either list, the VA
evaluates the call. The study shows a 97,8% recall rate but does not provide precision
results. A significant limitation of the system is its inability to protect against targeted
attacks where the caller knows the recipient’s name. The VA’s protection can be by-
passed by using common names (e.g., “Peter”, “Anna”) or crafting phrases that might
mislead the system by exploiting vulnerabilities in the voice recognition module.

3.3 Call content analysis

Traditional methods based largely on blacklisting are no longer sufficiently effective
because such protection often does not offer comprehensive defense; fraudsters have
found ways to bypass these systems by spoofing caller IDs. Moreover, if traditional
methods allow a fraudster to establish direct contact with the victim, they are ineffec-
tive against social engineering techniques used during the call to manipulate the victim
into facilitating fraud. The increasing use and availability of caller ID spoofing soft-
ware have created new challenges in preventing phone fraud. Therefore, developing
and implementing new methods based on analyzing the content of phone calls has be-
come increasingly important. Such methods allow detecting phone fraud by analyzing
the caller’s speech content, sentiment, or other elements that may indicate fraudulent
intent, such as social engineering techniques like imposing decision-making pressure
and urgency. Thus, analyzing call content offers a significant step toward more effec-
tive detection of phone fraud, capable of addressing the new challenges posed by caller
ID spoofing, social engineering techniques, and verbal manipulation during calls.

The early beginnings of call content analysis can be seen in the 2016 study (Sawa
et al., 2016), where a method was developed using Natural Language Processing (NLP)
to identify social engineering threats in text format, such as emails or social media
chats. The method analyzes dialogue by focusing on questions and commands, com-
paring them to a predefined “blacklist” of topics. This list consists of forbidden actions
toward specific objects and is tailored to specific situations. For example, an attacker
wants the victim to manipulate a network device by saying “reset the router.” This state-
ment is identified as a potential threat because “reset” describes an action and “router”
describes an object, matching an entry in the blacklist of forbidden topics. Due to the
match, further communication is blocked, and a warning is sent to the victim. The study
demonstrated a low false positive rate, 100% precision, and a 60% recall rate (calcu-
lated F1 score of 75%). A potential problem with this method is its dependence on the
blacklist, which requires regular and manual updates—a time-consuming process that
may not keep pace with evolving fraud tactics.

In contrast, the 2018 study (Zhao et al., 2018) fully presented a new approach to
phone fraud detection based on analyzing call content, moving away from traditional
methods. The study collected 12368 examples of fraudulent call descriptions from Chi-
nese internet platforms like Sina Weibo and Baidu to create a dataset. The authors used
NLP methods to extract features from texts, creating detection rules and then training
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a model to perform text analysis. The model’s effectiveness is highlighted by high pre-
diction and performance metrics in the selected dataset—accuracy 98,53%, precision
97,97%, recall 98,25%, and F1 score 98,11%. An Android application was developed to
implement the detection rules, offering real-time fraud detection without requiring user
data upload to a server, thus ensuring privacy. To test the application’s performance, ex-
periments were conducted where participants were asked to read fraud dialogues. Out of
15 dialogues based on online resources and victim descriptions, 10 were in Mandarin,
and 5 in dialects typical for China. The application detected 90% of fraud attempts in
Mandarin but only 40% in dialects, indicating limitations in speech recognition tech-
nology. Despite the model’s effectiveness, the study acknowledges limitations such as
insufficient data volume and low accuracy of local speech recognition technology. It is
important to note that due to Google’s policy changes on April 6, 2022, two-way call
recording was restricted on Android (WEB, f), making it difficult to assess whether the
call recording method implemented in the study is still feasible and whether the overall
system is operational.

The 2021 study (Derakhshan et al., 2021) developed a method to recognize social
engineering techniques during phone calls using the innovative concept of “scam signa-
tures”, similar to malware signatures. Scam signatures are defined as sets of speech acts
that form fraud indicators, serving as basic tools for a fraudster to achieve their goals.
The study developed the Anti-Social Engineering Tool, which uses word and sentence
embeddings from NLP to determine if scam signature elements are present in a conver-
sation. The method demonstrates 100% precision, and a 71,4% recall rate (calculated
F1 score of 83%).

The 2023 study (Hong et al., 2023) explored the use of LSTM model architecture in
identifying fraudulent calls using call content. A balanced dataset of 100 call scenario
recordings (50 fraudulent and 50 legitimate) was used, mainly obtained from YouTube.
Call recordings were converted to text for further analysis. The model demonstrated
moderate effectiveness, with an accuracy of 85,6%, precision of 60%, recall of 32%,
and an F1 score of 41%. Despite promising accuracy, the overall system effectiveness
is lower compared to other methods when evaluated using the F1 score. The study
acknowledges limitations related to the dataset size and recommends improvements,
including multilingual support, to enhance detection effectiveness.

3.4 Conclusion

Recognizing the limitations of current approaches, which primarily focus on fraud de-
tection, this research contributes not only by developing a novel real-time system that
integrates existing AI-based tools and methods for phone fraud detection but also by
prioritizing the evaluation of its prevention capabilities, a crucial aspect overlooked in
the literature.

4 System prototype design

This section presents the design and architecture of the proposed real-time phone fraud
detection and prevention system prototype. The system leverages a content analysis
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approach, utilizing AI tools such as Automatic Speech Recognition (ASR) and Large
Language Models (LLMs) to identify and mitigate fraudulent calls in real-time.

4.1 System architecture

The system prototype is built upon four main components that work together to provide
real-time fraud detection and prevention:

1. Real-time phone call recording: capture the audio stream of the phone conversa-
tion.

2. Real-time call transcription: convert the recorded audio into text using ASR.
3. Real-time conversation content analysis: analyze the transcribed text using LLMs

to identify fraudulent patterns and tactics.
4. Fraud notification: alert the call recipient about detected fraud attempts.

The system operates by continuously monitoring the conversation content and trigger-
ing an alert if fraudulent activity is detected. Upon detection, the system can automat-
ically terminate the call to prevent further interaction with the fraudster and send an
SMS notification to the call recipient.

4.2 System design and modularity

The system prototype is built upon a modular architecture that integrates external ser-
vices like Twilio, Google, OpenAI and nGrok, allowing for flexibility and adaptability
in incorporating alternative or improved AI tools in the future. The system also incorpo-
rates a custom-developed middleware to manage data flow, audio processing, redaction,
and user notifications, seamlessly connecting the various components and external ser-
vices.

A key design consideration was ensuring compliance with data privacy regulations,
particularly GDPR. The system utilizes a call forwarding mechanism to seamlessly
connect incoming calls to the recipient’s personal phone number while simultaneously
recording the conversation through Twilio. To address GDPR requirements, the system
can be configured to inform callers about the recording and obtain their consent before
proceeding, aligning with legal requirements for lawful call recording. Additionally,
personal identifiable information (PII) is redacted from transcripts before they are sent
to the LLM for analysis, further protecting user privacy.

The real-time phone fraud detection and prevention system prototype outlines an in-
novative approach to addressing the evolving phone fraud threat by leveraging existing
tools to provide AI-powered conversation content analysis. The detailed architectural
design of the phone fraud detection and prevention system prototype is shown below in
Figure 1. The phone call monitoring process operates continuously until either phone
fraud is detected or the phone call ends. In a real-world deployment, the middleware is
designed to be hosted on a cloud server, serving as the central hub between the telecom-
munications network and external services (e.g., Twilio, OpenAI, and Google). In this
configuration, incoming calls are first forwarded via Twilio to the middleware, which
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then manages data flow, audio processing, redaction, and user notifications. Communi-
cation traverses multiple network hops—from the mobile network to Twilio, then from
Twilio to the middleware, and finally from the middleware to the external APIs.

This prototype serves as the foundation for subsequent sections, which detail the
selection and evaluation of specific AI tools and the overall system performance.

4.3 Phone call recording

Workflow The call recording component is initiated when a user receives a phone call.
The process involves the following steps (refer to Figure 1 for visual representation):

1. Call initiation: The caller dials the recipient’s Twilio phone number.
2. Webhook request: Upon receiving the call, Twilio’s call routing mechanism au-

tomatically generates an HTTP request to a pre-configured webhook address. This
webhook address, associated with the recipient’s Twilio number, acts as an interface
between the call and the system’s middleware.

3. Call forwarding: The Twilio API module within the middleware stores the re-
cipient’s personal phone number. Upon receiving the webhook request, it instructs
Twilio to forward the call to the recipient’s personal number.

4. Call connection: Twilio’s call routing mechanism forwards the call to the recip-
ient’s personal phone number, establishing the connection between the caller and
recipient.

5. Metadata forwarding: Once the call is connected, the call routing mechanism
sends the call metadata to Twilio’s Programmable Voice API to initiate call record-
ing.

6. Call data transmission: Twilio’s Programmable Voice API continuously sends call
data, including metadata and raw audio, to the middleware’s Twilio API module.

7. Audio data preparation: The middleware processes the raw audio data, separat-
ing and sequentially ordering the audio streams for the caller and recipient. Once
approximately 15 seconds of audio data is accumulated, it is forwarded to the audio
data processing module.

8. Audio recording preparation: The audio data processing module converts the raw
audio data from Twilio’s format (8-bit PCM mono) to MP3 format, which is com-
patible with the transcription tool. The module also merges the caller and recipient
audio streams into a single MP3 file, which is then sent to the call transcription
module.

4.4 Phone call transcription

The system utilizes OpenAI’s “Whisper” speech recognition tool to transcribe the recorded
phone calls into text. Whisper was selected based on empirical research comparing the
performance of various speech recognition tools for the target languages (Latvian, En-
glish, and Russian). This research is discussed in subsequent chapter “5. Transcription
tool selection”.
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Workflow

9. Transcription: The phone call recording, in MP3 format, is sent to OpenAI’s
Whisper API. Whisper processes the audio and generates a text transcript of the
conversation, which is returned as the API response.

4.5 Conversation content analysis

The Google Gemini 1.5-Pro Large Language Model (LLM) is employed to analyze the
transcribed conversation content and detect potential phone fraud. This LLM was cho-
sen based on empirical research (discussed in chapter “6. Content analysis tool selec-
tion”) evaluating the effectiveness of various LLM tools and parameter configurations
across the target languages.

Workflow

10. Text redaction: The transcribed text is first processed by the private information
redaction module. This module replaces personal identifiable information (PII),
such as names and phone numbers, with placeholders to protect user privacy and
comply with GDPR regulations.

11. Content analysis: The redacted transcript is sent to the Google Gemini 1.5-Pro
LLM via its API for analysis. The LLM assesses the content and returns a judg-
ment indicating whether the conversation excerpt exhibits characteristics of a phone
fraud attempt. The results of the content analysis are forwarded to the user notifi-
cation module.

4.6 Fraud notification

The system utilizes SMS notifications via Twilio’s Messaging API to alert the call re-
cipient about detected fraud attempts.

Workflow

12. Fraud detection: The user notification module receives the content analysis re-
sults from the Google Gemini LLM. If fraud is detected, the module immediately
informs the Twilio API module.

13. Call termination request: Upon receiving the fraud detection alert, the Twilio
API module sends a call termination request to Twilio to prevent further interaction
between the recipient and the potential fraudster.

14. Call termination: Twilio’s call routing mechanism terminates the call based on the
metadata provided in the termination request.

15. Notification request: Simultaneously, the Twilio API module sends an SMS noti-
fication request to Twilio’s Messaging API.

16. SMS notification: Twilio’s Messaging API sends an SMS message to the call re-
cipient’s personal phone number, informing them of the detected fraud attempt.

Further research and experimental simulations in subsequent chapters will provide
a deeper understanding of the system’s operation and its ability to effectively detect and
prevent phone fraud in real-time.
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5 Transcription tool selection

In this section, an empirical study is conducted to select the most optimal transcription
tool for use in a phone fraud detection and prevention system. The effectiveness of a
real-time phone fraud detection and prevention system hinges on the ability to accu-
rately and swiftly transcribe spoken conversations into text. This transcription process
is critical, as it directly impacts the subsequent analysis and detection of fraudulent ac-
tivities and indicators within the conversation. Inaccurate transcriptions can distort the
content or context of conversations, impeding the system’s ability to correctly identify
fraudulent patterns. Similarly, delays in transcription can postpone the detection and
prevention measures, increasing the likelihood of successful fraud attempts.

Despite the abundance of Automatic Speech Recognition (ASR) tools available to-
day, there is a notable scarcity of recent benchmarking studies that evaluate their perfor-
mance, especially in the context of real-time systems and for languages less commonly
supported, such as Latvian. The rapid pace of technological advancement in ASR tools
means that existing studies can quickly become outdated, underscoring the necessity
for up-to-date evaluations.

Previous research has attempted to benchmark ASR systems. For instance, a study
conducted in 2020 (Filippidou and Moussiades, 2020) evaluated several ASR systems,
including Google, IBM Watson, and Wit.ai, using metrics such as Word Error Rate
(WER), Hypothesis Error Rate (Hper), and Reference Position-Independent Word Er-
ror Rate (Rper). WER is a widely used metric for assessing the accuracy of speech
recognition systems, which is calculated by comparing the original text with the tran-
scribed text to determine the proportion of errors. The 2020 study found that Google’s
ASR system outperformed others, ranking first in terms of WER.

In contrast, a more recent study in 2023 (Ferraro et al., 2023) compared open-source
ASR tools with commercial ones, using seven widely adopted datasets such as Lib-
riSpeech and Common Voice. The open-source tools included Conformer, HuBERT,
SpeechBrain, WhisperX, and SpeechStew, while the commercial tools were Amazon
Transcribe, Microsoft Azure, Google, and IBM Watson. The results indicated that com-
mercial ASR tools generally offered better performance in terms of accuracy and speed,
although performance varied depending on the dataset. Notably, Amazon Transcribe
and Microsoft Azure outperformed Google, suggesting a shift in the competitive land-
scape of ASR tools since the 2020 study.

Moreover, several unofficial articles and self-sponsored reports claim superior per-
formance of other commercial ASR tools, such as DeepGram (WEB, g), AssemblyAI
(WEB, h), Speechmatics (WEB, i), and RevAI (WEB, j). These claims often highlight
impressive metrics, but the lack of independent verification necessitates an empirical
evaluation to objectively assess their performance.

Given the evolving nature of ASR technology and the importance of accurate and
rapid transcription in a phone fraud detection system, this part of the research aims to
select the most suitable ASR tool in the context of phone fraud detection and preven-
tion by conducting an empirical evaluation of several leading options. The tools initially
considered for evaluation were Amazon Transcribe, Microsoft Azure, OpenAI Whisper,
DeepGram, AssemblyAI, Speechmatics, and RevAI. These tools were selected based
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on their prominence in previous studies, claimed performance metrics, and their avail-
ability for commercial use.

5.1 Methodology

The selection process was structured as a multi-stage empirical evaluation designed to
simulate real-world conditions and focus on parameters critical to the system’s perfor-
mance. The methodology comprised the following stages:

1. Preselection and audio format impact analysis.
2. Benchmarking based on WER.
3. Benchmarking based on latency.

Stage 1: preselection and audio format impact analysis The initial stage comprised a
qualitative assessment of language support and automatic language detection, followed
by an analysis of how different audio formats impacted performance:

– Preselection: ASR tools were first evaluated based on their support for the three
target languages (Latvian, English, and Russian) and their ability to automatically
detect and transcribe conversations in the appropriate language without manual in-
put. Tools that did not meet these criteria were excluded from further evaluation.

– Audio Format Impact: For the remaining tools, the effect of audio format (WAV
vs. MP3) on transcription accuracy and latency was assessed. Four conversation
scenarios (two fraudulent and two legitimate) were selected in each language for
testing. WER was calculated for both formats to measure transcription accuracy,
and latency was measured by recording the time it took to transcribe 15-second
audio segments via API to simulate real-time processing.

Stage 2: benchmarking based on WER In this stage, the tools were evaluated based on
their transcription accuracy using sample dataset of 10 scenarios. WER was calculated
for each tool in all three languages. Tools that exhibited consistently high WER values
across multiple languages were considered less suitable for real-time fraud detection,
where high transcription accuracy is critical.

Stage 3: benchmarking based on latency The final stage assessed the latency of the
ASR tools that performed well in terms of WER. Latency was measured using same
sample dataset of scenarios by sending the audio files in 15-second segments to the
ASR tool’s API and recording the time taken to return the transcriptions. In a real-
time fraud detection system, minimizing latency is essential for timely detection and
prevention of fraudulent activities.

5.2 Dataset preparation

To evaluate the ASR tools under conditions reflective of real-world usage, a sample
dataset was constructed. The dataset included 30 phone conversation scenarios, with
10 unique scenarios duplicated in each of the target languages—Latvian, English, and
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Russian. Each language set comprised 5 fraudulent and 5 legitimate scenarios. More
detailed information regarding dataset can be found in integrated system’s evaluation
chapter “7.1 Methodology”.

The audio recordings for these conversation scenarios were generated using high-
quality computer-generated voices from the “PlayHT” platform (WEB, k). Utilizing
computer-generated voices allowed for precise control over speech parameters, partic-
ularly Words Per Minute (WPM), ensuring consistency across recordings. The WPM
settings were chosen to reflect natural speaking speeds: 200 WPM for English, 170
WPM for Latvian, and 160 WPM for Russian (Rodero, 2012; Kappen et al., 2024;
Bogdanovs, 2018), with a maximum variation of ±5 WPM.

To simulate the audio quality typically encountered in telecommunication networks,
the original high-quality recordings were degraded to match standard telecommunica-
tion audio formats—8-bit PCM mono uLaw with an 8 kHz sampling rate. This step
ensured that the ASR tools would be evaluated under realistic audio quality conditions
that mirror actual phone conversations.

The degraded audio files were then converted into both WAV (lossless) and MP3
(lossy) formats.

5.3 Limitations and assumptions

The study acknowledged several limitations. The use of computer-generated voices may
not fully capture the nuances of human speech, such as emotional variation or dialect,
potentially affecting the accuracy of the transcription. The absence of background noise
and telecommunication disruptions in the audio recordings might lead to an overesti-
mation of transcription accuracy in real-world scenarios. Furthermore, latency measure-
ments were conducted in a controlled environment, and real-world network conditions
may vary, potentially affecting the system’s performance.

The study also relied on several assumptions. It was assumed that all audio record-
ings were of uniform quality and that network conditions remained stable during testing,
which may not always hold true in real-world applications.

5.4 Results

The ASR tool evaluation involved a total of 1439 latency measurements and 96 WER
measurements in the first stage (audio format impact analysis), 150 WER measurements
in the second stage, and 1615 latency measurements in the third stage.

Stage 1: Preselection and audio format impact analysis All ASR tools selected for
the evaluation—Amazon Transcribe, Microsoft Azure, OpenAI Whisper, Speechmat-
ics, RevAI, DeepGram, and AssemblyAI—demonstrated the ability to automatically
identify the spoken language. Furthermore, Amazon Transcribe, Microsoft Azure, Ope-
nAI Whisper, Speechmatics and RevAI provided full support for the target languages
(Latvian, English, and Russian). However, DeepGram and AssemblyAI lacked support
for Latvian and were excluded from further selection.
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Based on these qualitative parameters, Amazon Transcribe, Microsoft Azure, Ope-
nAI Whisper, RevAI, and Speechmatics were deemed suitable candidates for further
quantitative evaluation.

Converting audio recordings from WAV to MP3 resulted in a substantial reduction
in file size, with an average decrease of approximately 87,5%, given that the average
conversation length was 4 minutes and 3 seconds. This reduction significantly impacts
data transmission times, which is critical for a real-time system.

The transcription accuracy, measured by WER, showed a slight increase when using
the MP3 format. The average WER, calculated across all selected ASR tools, increased
by only 0,39% (from 5,62% to 6,01%), which is negligible in practical terms. On the
other hand, processing latency decreased notably when using MP3. The average latency,
calculated across all selected ASR tools, was reduced by 0,89 seconds (from 9,54 sec-
onds with WAV to 8,65 seconds with MP3), representing a meaningful improvement
for real-time processing.

Given the significant reduction in latency with only a minimal impact on transcrip-
tion accuracy, the MP3 format was selected for subsequent evaluation stages. Microsoft
Azure, which only supported WAV format at the time of testing, was not included in
format evaluation.

Stage 2: Benchmarking based on word error rate Figure 2 presents a box plot illus-
trating the distribution of WER for each ASR tool in English. OpenAI’s tool shows an
average word error rate of 1,87%, with 50% of the data points falling between 0,85%
and 2,65%. In contrast, Microsoft’s tool exhibits a higher average WER of 5,54%, with
an outlier at 11,60%. Based on English language recognition, the ASR tools rank as
follows: OpenAI, Speechmatics, RevAI, Amazon, and Microsoft.

Fig. 2. ASR tool WER benchmarks in English
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Figure 3 shows the WER for Latvian. All tools show a relatively similar range,
except for Amazon’s ASR tool, which exhibits a significantly higher average WER
of 22,46%. This indicates that Amazon’s accuracy in transcribing Latvian speech is
considerably lower than the other tools. Based on Latvian language recognition, the
ASR tools rank as follows: Speechmatics, Microsoft, RevAI, OpenAI, and Amazon.

Fig. 3. ASR tool WER benchmarks in Latvian

Figure 4 shows the ASR tools ranked by their average WER in Russian. The ranking
for Russian is: OpenAI, RevAI, Amazon, Speechmatics, and Microsoft. The ranking for
Russian is: OpenAI, RevAI, Amazon, Speechmatics, and Microsoft.

Analysis of the WER across different target languages revealed that the tools’ per-
formance is relatively similar overall, with rankings varying depending on the language.
However, Amazon’s ASR tool stands out with its significantly higher WER for Latvian,
indicating lower accuracy. Due to this lower performance, Amazon’s ASR tool was ex-
cluded from further selection. The remaining tools proceeded to the next stage were:
OpenAI, Speechmatics, RevAI, and Microsoft.

Stage 3: Benchmarking based on latency Processing latency measurements, using 15-
second audio fragments, revealed substantial differences among the ASR tools:

– OpenAI Whisper demonstrated the lowest average latency at 1,53 seconds across
all languages.

– Microsoft Azure had an average latency of 6,60 seconds.
– RevAI exhibited an average latency of 10,24 seconds.
– Speechmatics had the highest average latency at 13,99 seconds.



Real-Time Phone Fraud Detection and Prevention Based on AI Tools 267

Fig. 4. ASR tool WER benchmarks in Russian

5.5 Conclusion

This study evaluated several ASR tools for real-time phone fraud detection based on
transcription accuracy (WER) and latency. While most tools showed similar WER
across languages, Amazon ASR underperformed significantly in Latvian. However, the
key factor in the final selection was latency.

Based on the comprehensive evaluation, OpenAI Whisper was selected as the op-
timal transcription tool for integration into the phone fraud detection and prevention
system. It offers several advantages:

– High transcription accuracy across all target languages, ensuring that the content
and context of conversations are accurately captured.

– Rapid processing speed, with the lowest latency among the evaluated tools, en-
abling the system to detect and prevent fraudulent activities promptly.

– Support for target languages, including Latvian, English, and Russian, which are
essential for the system’s applicability in the regional context.

– Automatic language detection, allowing the tool to adapt to the language of any
given conversation without manual intervention.

The selection of OpenAI Whisper aligns with the system’s requirements for ac-
curacy and speed, ensuring that the phone fraud detection and prevention system can
operate effectively in real-time.

6 Content analysis tool selection

Selecting an appropriate large language model (LLM) is crucial for the success of a
phone fraud detection and prevention system. This chapter presents an empirical study
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to select the most suitable LLM for analyzing telephone conversations to detect and pre-
vent phone fraud in real-time, necessitating both high accuracy and low latency. This
study focuses on commercially available LLMs, assuming they benefit from greater re-
sources for development and training data. Unlike automatic speech recognition (ASR)
systems, where comparative evaluations are less common, LLMs have been extensively
researched and compared, fueled by rapid advancements in artificial intelligence.

This study evaluates three leading commercial LLMs: Anthropic Claude, Google
Gemini, and OpenAI GPT. These companies are recognized as industry leaders, ac-
tively comparing their models against each other (Achiam et al., 2023; Team et al.,
2023; WEB, l). This study utilizes their most powerful models available at the time of
research: Claude-Opus, Gemini 1.5-Pro, and GPT-4. The section describes the research
methodology and results, culminating in the selection of the optimal LLM.

6.1 Methodology

This section details the methodology for selecting the LLM, including the prompts,
dataset, and study limitations.

The study aims to:

1. Objectively evaluate the LLMs to select the most suitable one for real-time phone
fraud detection and prevention.

2. Identify the optimal LLM prompt for this task.

LLM performance depends on both the model and its configuration. The optimal
combination will ensure the best results in fraud detection and prevention.

The methodology evaluates three quantitative criteria:

– Response speed (latency): Measures the time taken by the LLM to process a text
fragment and respond.

– Classification effectiveness: Evaluates the LLM’s ability to detect fraudulent calls
using standard classification metrics (accuracy, recall, precision, and F1 score). Ef-
fective detection enables timely prevention.

– Classification effectiveness variation: Evaluates the stability and consistency of
LLM classification results across multiple runs, accounting for their generative na-
ture and inherent randomness. To assess the variability and statistical significance
of the results, the mean, standard deviation, and 95% confidence interval of the
performance metrics will be calculated.

All three criteria—classification effectiveness, its consistency, and response speed—are
critical for a real-time phone fraud detection and prevention system. Accurate and con-
sistent fraud identification is essential to minimize financial loss and protect fraud vic-
tims, while a fast response time is necessary to prevent fraud from escalating. These
criteria will be evaluated as a unit to determine the overall suitability of an LLM for
real-time operation.
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6.2 Study dataset

This study utilizes the same dataset (audio recordings) as the previous chapter on ASR
tool selection (see section “5.2 Dataset preparation”). However, this study analyzes the
transcribed texts from those recordings, generated by the best-performing ASR tool
(OpenAI Whisper), as input for the LLMs. (For a full description of the dataset, see
integrated system’s evaluation section “7.1 Methodology”, subsection “Study dataset”).

Each scenario’s text is divided into 15-second fragment. This division corresponds
to the real-time system’s operation, where conversations would be analyzed in 15-
second intervals to provide enough context. The fragment length in words varies de-
pending on the speech rate used during scenario generation for particular language. For
example, in Latvian, with a speech rate of 170 words per minute, a 15-second fragment
contains approximately 43 words.

To ensure anonymity and privacy during conversation content analysis, personally
identifiable information (e.g., names and numbers) was removed from the transcribed
texts and replaced with placeholders.

6.3 Latency evaluation methodology

This section describes the methodology for evaluating LLM latency, given the influence
of prompts, LLM response speed is critical for real-time fraud detection. Latency was
measured by sending transcribed conversation text fragments to each LLM via their
public API and precisely timing the response. Different LLM and prompt combinations
were tested to assess how prompt length and complexity affect response time. The re-
sults were analyzed, including classification performance and variation, to determine
the optimal balance between speed and accuracy.

6.4 Classification effectiveness evaluation methodology

This section details the methodology for evaluating LLM classification effectiveness in
phone fraud detection and prevention. The evaluation involves two stages: assessing de-
tection effectiveness and assessing prevention potential by identifying fraud sufficiently
early in the conversation.

Phone fraud detection evaluation

1. LLM and prompt combinations: Three LLMs (Claude-Opus, Gemini 1.5-Pro,
GPT-4) and three different prompts focused on fraud detection were evaluated, an-
alyzing all 9 possible combinations.

2. Continuous classification: Each scenario’s text fragments were sequentially an-
alyzed by the LLMs to detect fraud indicators. Analysis continued until the text
ended or fraud was detected.

3. Performance metric calculation: Classification results were compared to manual
annotations to calculate accuracy, recall, precision, and F1 score for each LLM and
prompt combination.
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4. Performance variation calculation: To mitigate randomness, each scenario was
analyzed 5 times with each LLM and prompt combination. To obtain more deter-
ministic results, the LLM temperature parameter was set to 0. The mean, standard
deviation, and 95% confidence interval of performance metrics were calculated.

5. Result analysis: Performance metrics were compared across LLMs and prompt
combinations to identify those with the best detection effectiveness.

Phone fraud prevention evaluation

1. Continuous classification: Similar to detection, each scenario’s text fragments
were sequentially analyzed by all LLM and prompt combinations.

2. Fraud point determination: When a fragment is classified as fraudulent, the LLM
identifies the specific text portion triggering this classification. The position of the
last word in this portion within the overall conversation is marked as the “fraud
point.” This point is then expressed as a percentage of the total conversation length
(“fraud point ratio”).

3. Risk point determination: “Risk point phrases” were manually annotated within
each scenario. These phrases represent moments where the scammer could po-
tentially obtain sensitive information or cause harm, regardless of the victim’s re-
sponse, e.g., a phrase “Please provide Your card number” is considered a risk point
phrase. The “risk point” was identified as the last word of this phrase, and its po-
sition was calculated as a percentage of the total conversation length (“risk point
ratio”).

4. Prevention potential assessment: If the fraud point ratio was less than the risk
point ratio, the LLM had successfully detected the scam before the critical risk
point, indicating a successful prevention opportunity. This prevention rate was cal-
culated for each LLM and prompt combination.

5. Prevention potential variation: Similar to detection evaluation, each scenario was
analyzed 5 times with each LLM and prompt combination to mitigate randomness
and calculate the prevention indicator variation.

6. Result analysis: The prevention rate was compared across LLMs and prompt com-
binations to identify those with the best prevention rate.

6.5 LLM prompts

LLM prompts are crucial for specifying the task, context, and desired output format.
Effectively prompting the LLMs is essential for accurate and efficient fraud detection
within the system. This study utilizes three distinct prompts to evaluate LLMs in the
context of phone scam detection and prevention.

It’s important to note that during the evaluation, the LLM continuously analyzes
each conversation fragment, maintaining context and “remembering” the classification
of previous fragments. This allows the model to build a comprehensive understanding
of the conversation as it progresses, leading to more accurate assessments.
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Prompt 1: Baseline prompt This prompt is simple and direct, asking the model to esti-
mate the probability (as a percentage) that a conversation fragment is fraudulent with-
out providing specific criteria. A 70% threshold is set for classifying a conversation as
fraudulent. This prompt leverages “zero-shot prompting”, assessing the model’s inher-
ent ability to detect fraud based on its existing knowledge. It also serves as a baseline
for comparison with other prompts. The expected output is a JSON object with a per-
centage value representing the likelihood of fraud. Its concise nature and simple output
format have the potential for the fastest response times.

Prompt 2: Fraud indicators and risk levels prompt. This prompt provides detailed in-
formation about fraud indicators and their risk levels, e.g., an unsolicited offer is a fraud
indicator classified as medium risk. The model analyzes text fragments and accumulates
information about detected indicators, such as emotional manipulation, impersonation
of authority, urgency, and requests for sensitive information. This prompt utilizes a
“few-shot prompting” technique to guide the models by providing specific fraud in-
dicator examples. The expected output is a JSON object with the detected indicators
and their risk levels. This prompt provides specific criteria for fraud detection, enabling
more targeted analysis. Risk levels help the model assess the severity of detected indi-
cators. However, this prompt is longer and requires more complex analysis and output,
potentially increasing response time.

Prompt 3: Point system prompt. Similar to Prompt 2, but instead of risk levels, this
prompt assigns points to each fraud indicator. The model accumulates points, and upon
reaching a threshold, the conversation is flagged as fraudulent. The expected output is
a JSON object with the accumulated points. This prompt evaluates the model’s ability
to assess the severity of indicators by assigning points. The point system allows for
more flexible analysis, considering the cumulative effect of indicators. This prompt
also requires complex analysis and output. However, it may be faster than Prompt 2 due
to the absence of logical checks for different risk level thresholds.

6.6 Limitations and assumptions

The study acknowledged several limitations and assumptions. The predefined fraud in-
dicators in Prompts 2 and 3 may limit the LLM’s ability to detect novel or subtle fraud
tactics. LLMs are still under development and may make errors or misinterpret context,
potentially affecting their accuracy. The study used a controlled environment with tran-
scribed scenarios, isolating LLM performance from real-world complexities like noisy
audio, interruptions, and overlapping speech.

The study also relied on several assumptions. Latency measurements assumed a
stable network connection, which may not always be the case in real-world applications.
The study assumed high accuracy of transcriptions obtained using OpenAI Whisper,
although transcription errors can occur and may affect the LLM’s analysis.
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6.7 Results

This section summarizes the results, addressing the objectives outlined in the method-
ology: identifying the most suitable conversation content analysis tool and the optimal
prompt, considering classification effectiveness, its variation, and latency.

A total of 1350 individual classifications were performed for the comparative eval-
uation of classification effectiveness: 10 phone conversation scenarios × 5 iterations
× 3 languages × 3 models × 3 prompts. The total number of measurements is 7937
(the number of text fragments analyzed to achieve individual classifications and latency
evaluation).

6.7.1 Comparative evaluation of classification effectiveness This section presents
the results of the comparative evaluation of the classification effectiveness of the con-
versation content analysis tools, focusing on three main indicators: accuracy, F1 score,
and prevention rate. These indicators together provide a comprehensive picture of the
ability of LLM models to effectively detect and prevent phone fraud.

Phone fraud detection This section evaluates the ability of LLMs to detect phone fraud
by classifying phone conversation scenarios as fraudulent or legitimate. We use two key
metrics: accuracy, reflecting the model’s ability to correctly classify both fraudulent
and legitimate conversations, and the F1 score, which combines precision and recall
to provide a balanced evaluation of the model’s performance in classifying fraudulent
calls.

Figure 5 displays the average accuracy and F1 scores for each LLM across all
prompts and target languages, including the 95% confidence intervals derived from
variations in classification results for each prompt across languages.

Fig. 5. LLM classification performance at 95% confidence interval

OpenAI GPT-4 demonstrates the best average performance with the highest accu-
racy and F1 scores, indicating its strong ability to accurately classify phone conversa-



Real-Time Phone Fraud Detection and Prevention Based on AI Tools 273

tions. Google Gemini 1.5-Pro follows closely with slightly lower but still strong results,
demonstrating its effectiveness in fraud detection. Anthropic Claude-Opus shows the
weakest performance, exhibiting lower accuracy and F1 scores, which suggests poten-
tial difficulties in accurately distinguishing fraudulent calls from legitimate ones.

This lower performance may stem from Anthropic’s cautious approach and its ten-
dency to classify conversations as fraudulent based on limited context, such as the mere
mention of a scam attempt, regardless of the overall conversation’s nature. This behav-
ior results in an increased number of false positives, misclassifying legitimate conver-
sations as fraudulent.

Figure 6 analyzes the impact of each prompt on classification effectiveness, showing
the average accuracy and F1 scores for all LLMs, including 95% confidence intervals
derived from variations in classification for each LLM across languages.

Key observations from this analysis include:

– Prompt No. 1, leveraging the models’ internal understanding and a “zero-shot”
learning approach, yields the highest average accuracy and F1 scores. This suggests
that allowing LLMs to interpret fraud indicators independently, without explicit
criteria, can be more effective in detecting complex scam tactics.

– Prompt No. 2, based on predefined fraud characteristics and risk levels, shows bal-
anced performance with the least variation across LLMs. While providing more
consistent results, this approach may lead to overly literal interpretations and false
positives when nuanced context is crucial.

– Prompt No. 3, utilizing a point system for fraud indicators, produces the lowest
average accuracy and F1 scores. This may be attributed to challenges in accurately
assigning points to indicators and defining an appropriate threshold for fraud de-
tection.

Fig. 6. Impact of prompts on classification performance at 95% confidence interval, aggregating
all LLM results
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Table 1 provides a more detailed comparison of classification performance across
different LLM and prompt combinations, showing average accuracy and F1 scores with
95% confidence intervals derived from variations across languages.

Table 1. Comparative evaluation of LLMs by classification performance metrics

LLM Prompt
Accuracy

(avg.)
95% CI

(accuracy)
F1

(avg.)
95% CI

(F1)

OpenAI GPT-4 Prompt 1 96,0% 91,4% - 100,0% 95,7% 90,5% - 100,0%

OpenAI GPT-4 Prompt 2 80,0% 70,7% - 89,3% 81,8% 74,2% - 89,4%

OpenAI GPT-4 Prompt 3 86,0% 78,4% - 93,6% 87,6% 81,1% - 94,1%

Google Gemini 1.5-Pro Prompt 1 90,0% 88,2% - 91,8% 90,0% 88,6% - 91,4%

Google Gemini 1.5-Pro Prompt 2 78,7% 67,3% - 90,1% 82,6% 73,9% - 91,3%

Google Gemini 1.5-Pro Prompt 3 64,7% 55,0% - 74,3% 73,8% 68,9% - 78,6%

Anthropic Claude-Opus Prompt 1 53,3% 48,3% - 58,4% 68,3% 65,8% - 70,7%

Anthropic Claude-Opus Prompt 2 65,3% 54,1% - 76,6% 74,8% 68,2% - 81,3%

Anthropic Claude-Opus Prompt 3 63,3% 49,9% - 76,7% 73,8% 66,3% - 81,3%

Key findings from this table include:

– The superiority of Prompt No. 1 in enabling both OpenAI and Google models to
achieve their highest accuracy and F1 scores. This emphasizes the effectiveness of
leveraging the models’ inherent knowledge and understanding of fraud.

– The trade-off between OpenAI and Google: While OpenAI GPT-4 with Prompt
No. 1 shows slightly higher average scores, its wider confidence intervals indi-
cate greater performance variation across languages and iterations, raising concerns
about consistency. Google Gemini 1.5-Pro with Prompt No. 1 demonstrates more
stable and predictable performance, albeit with slightly lower average scores.

– The limitations of Anthropic Claude-Opus: Despite achieving perfect recall (detect-
ing all fraudulent calls) across all prompts (as shown in Table 2), Anthropic con-
sistently exhibits the lowest accuracy and F1 scores due to its significantly lower
precision and high false positive rate.

Table 2. Anthropic Claude-Opus classification performance metrics: precision and recall

LLM Prompt
Precision

(avg.)
95% CI

(precision)
Recall
(avg.)

95% CI
(recall)

Anthropic Claude-Opus Prompt 1 51,9% 49,0% - 54,7% 100,0% 100,0% - 100,0%

Anthropic Claude-Opus Prompt 2 60,1% 51,5% - 68,8% 100,0% 100,0% - 100,0%

Anthropic Claude-Opus Prompt 3 59,0% 49,2% - 68,7% 100,0% 100,0% - 100,0%
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These findings highlight that while Anthropic can effectively identify all fraudulent
calls, its high false positive rate makes it less suitable for a real-time system where
minimizing disruption to legitimate conversations is crucial.

Phone fraud prevention This section analyzes the ability of LLMs to proactively pre-
vent phone fraud by identifying fraudulent activity early in a conversation. We focus
on the prevention rate, a metric reflecting the model’s ability to detect fraud before it
reaches a critical “risk point” where the scammer is likely to obtain sensitive informa-
tion or money.

Figure 7 shows the average prevention rates for each LLM across all prompts and
languages, including the 95% confidence interval derived from variations between pre-
vention rates for each prompt across languages.

Fig. 7. Average LLM prevention rate at 95% confidence interval, aggregating all LLM results

Anthropic Claude-Opus demonstrates the highest average prevention rate (98%)
with minimal variation, indicating its strong ability to detect scams early and prevent
potential harm. Google Gemini 1.5-Pro and OpenAI GPT-4 also perform well, achiev-
ing prevention rates of 79% and 82% respectively, demonstrating their effectiveness in
fraud prevention.

Figure 8 displays the average prevention rates for each prompt, taking into account
the results from all LLMs. The 95% confidence intervals reflect the variation in preven-
tion rates between different LLMs for each prompt across languages.

Prompt No. 1, which leverages the models’ inherent understanding, achieves the
highest average prevention rate (91,1%). This suggests that this prompting strategy
allows the models to effectively identify fraudulent behavior before the risk point is
reached. Prompt No. 3, based on a feature point system for fraud detection, also shows
strong performance with an average prevention rate of 85,8%. In contrast, Prompt No.
2, which focuses on explicit fraud characteristics and risk levels, yields the lowest aver-
age prevention rate (81,3%). All prompts exhibit moderate variation in their prevention
rates across the different LLMs.
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Fig. 8. Average prevention rate of prompts at 95% confidence interval, aggregating all LLM re-
sults

Table 3 provides a more granular view, presenting the average prevention rates for
each specific LLM and prompt combination, along with their 95% confidence intervals
derived from variations across languages.

Key observations from this analysis include:

– Anthropic’s consistent excellence in prevention across all prompts, achieving a per-
fect 100% prevention rate with Prompt No. 1. This highlights the model’s excep-
tional capability in early fraud detection.

– The superior effectiveness of Prompt No. 1 in eliciting high prevention rates from
all LLMs. This underscores the value of leveraging the models’ inherent under-
standing and employing a “zero-shot” prompting approach.

– Google Gemini 1.5-Pro’s reliability in prevention when used with Prompt No. 1.
This combination not only achieves a high prevention rate (89,3%) but also exhibits
a narrow confidence interval (87,3% - 91,4%), indicating consistent and stable per-
formance. In comparison, OpenAI GPT-4 with the same prompt shows a slightly
lower prevention rate (84%) and wider variation (77,9% - 90,1%).

Despite Anthropic’s strong performance in prevention, concerns regarding its accu-
racy and tendency towards false positives, as detailed in the previous section, make it
unsuitable for a real-time system.

Considering both detection (classification effectiveness) and prevention capabilities,
Google Gemini 1.5-Pro with Prompt No. 1 emerges as a compelling candidate for a
real-time fraud prevention system. This combination offers a balance of accurate fraud
detection and minimal disruption to legitimate conversations. However, the final model
selection will also consider latency performance, which is analyzed in the next section.
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Table 3. Comparative evaluation of LLMs by prevention rate

LLM Prompt
Prevention rate

(avg.)
95% CI

OpenAI GPT-4 Prompt 1 84,0% 77,9% - 90,1%

OpenAI GPT-4 Prompt 2 76,0% 69,0% - 83,0%

OpenAI GPT-4 Prompt 3 85,3% 74,1% - 96,6%

Google Gemini 1.5-Pro Prompt 1 89,3% 87,3% - 91,4%

Google Gemini 1.5-Pro Prompt 2 72,0% 62,7% - 81,3%

Google Gemini 1.5-Pro Prompt 3 74,7% 67,4% - 82,0%

Anthropic Claude-Opus Prompt 1 100,0% 100,0% - 100,0%

Anthropic Claude-Opus Prompt 2 96,0% 89,9% - 100,0%

Anthropic Claude-Opus Prompt 3 97,3% 93,3% - 100,0%

6.7.2 Comparative latency evaluation While classification effectiveness and its vari-
ation are primary considerations when selecting an LLM for a real-time phone fraud
detection and prevention system, latency, or response speed, is also crucial. This sec-
tion analyzes the latency of different LLM and prompt combinations to assess their
suitability for real-time analysis.

Table 4 shows the average latency for each prompt, aggregating the results of all
LLMs. Prompt No. 1 exhibits the lowest average latency (3,33 seconds), followed by
Prompt No. 3 (3,51 seconds) and Prompt No. 2 (4,63 seconds). These results confirm
the prediction in the LLM prompt section regarding the impact of prompt length, com-
plexity, and output format on response time.

Table 4. Average latency per prompt

Prompt Average Latency (seconds)

Prompt 1 3,33

Prompt 2 4,63

Prompt 3 3,51

Table 5 presents the latency analysis of the LLMs. Anthropic Claude-Opus demon-
strates the slowest response time (4,57 seconds), further supporting previous conclu-
sions about its unsuitability for a real-time system. Google Gemini 1.5-Pro stands out
with the lowest average latency (2,69 seconds), indicating its ability to quickly process
information and provide analysis responses. OpenAI GPT-4 takes second place with an
average latency of 4,20 seconds.

As previously mentioned, choosing between OpenAI GPT-4 and Google Gemini
1.5-Pro with Prompt No. 1 presents a trade-off. While GPT-4 showed better classifi-
cation effectiveness, its wider confidence intervals suggest greater variation and po-
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Table 5. Average latency per LLM

LLM Average Latency (seconds)

Anthropic Claude-Opus 4,57

Google Gemini 1.5-Pro 2,69

OpenAI GPT-4 4,20

tentially lower consistency compared to Gemini 1.5-Pro. Gemini, on the other hand,
demonstrated slightly lower classification scores but with narrower confidence inter-
vals, indicating more stable and reliable performance. Additionally, Gemini 1.5-Pro
exhibited a better prevention rate with a narrower confidence interval than GPT-4.

To make a final decision, it’s necessary to evaluate the variation in latency and its
impact on real-time system operation. Figures 9 and 10 illustrate the latency distribution
for OpenAI GPT-4 and Google Gemini 1.5-Pro, respectively, allowing us to assess the
stability and consistency of their response times, which is critical for a real-time system
aimed at timely phone fraud detection.

Fig. 9. Variation of OpenAI GPT-4 latency measurements with Prompt No. 1

The data reveals the following:

– OpenAI model’s latency instability: Figure 9 shows that while OpenAI GPT-4 has
an average latency of 3,66 seconds with Prompt No. 1, the latency measurements
are highly variable, with some exceeding 10 seconds and even reaching almost 40
seconds. This instability raises concerns about the model’s reliability in a real-time
system.

– Google model’s latency stability: In contrast, Figure 10 shows that Google Gem-
ini 1.5-Pro has a more stable and consistent latency, mostly remaining within the
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Fig. 10. Variation of Google Gemini 1.5-Pro latency measurements with Prompt No. 1

range of 1,75 to 3,4 seconds, with average latency being 2,28 seconds. This sta-
bility ensures a predictable and reliable response time, crucial for real-time system
operation.

6.8 Conclusions

This evaluation identified Google Gemini 1.5-Pro with Prompt No. 1 as the optimal
choice for a real-time phone fraud detection and prevention system. This conclusion is
based on its superior balance of classification effectiveness, prevention rate, and latency,
with a strong emphasis on consistency and real-time performance.

While OpenAI GPT-4 initially showed promising accuracy (96%) and F1 score
(95,7%), its wider confidence intervals revealed significant performance variation across
languages and iterations, raising concerns about its reliability in a real-time setting.
Furthermore, its lower prevention rate (84%) compared to Google further supports this
decision.

Google Gemini 1.5-Pro consistently demonstrated a strong balance between accu-
racy (90%) and F1 score (90%) across all languages with narrower confidence intervals,
indicating greater stability and predictability. This ensures reliable fraud detection while
minimizing disruptive false positives. Moreover, its impressive prevention rate (89,3%)
and consistently low latency (averaging 2,28 seconds) solidify its suitability for real-
time fraud detection and prevention.

Anthropic Claude-Opus, despite its high prevention rate, proved unsuitable due to
lower classification accuracy, a high false positive rate, and the highest average latency
among the models tested.

Ultimately, Google Gemini 1.5-Pro with Prompt No. 1 best meet’s the system re-
quirements and priorities. Its balanced performance, low latency, and consistent relia-
bility make it an effective and practical solution for real-time phone fraud detection and
prevention.
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7 System evaluation

This chapter presents an empirical study evaluating the effectiveness of a phone fraud
detection and prevention system. The system integrated a pre-selected transcription tool
(OpenAI Whisper) and a large language model (Google Gemini 1.5-Pro with Prompt
No. 1) to analyze phone conversations in real-time. The study employed an expanded
dataset, and a modified methodology tailored to the real-time requirements of the inte-
grated system. The primary goals were to:

– Assess the system’s accuracy in classifying phone calls as fraudulent or legitimate.
– Evaluate its ability to prevent fraud through early detection.
– Analyze the system’s latency and suitability for real-time operation.

7.1 Methodology

This section details the methodology for evaluating the integrated system. The goal was
to objectively assess its performance across various metrics (prevention, accuracy, F1
score, precision, and recall).

The methodology was adapted from previous chapters (“5. Transcription tool selec-
tion” and “6. Content analysis tool selection”) to accommodate the real-time require-
ments of the integrated system.

Study dataset. The study employed an expanded dataset, comprising 30 phone con-
versation scenarios (15 fraudulent, 15 legitimate) translated into Latvian, English, and
Russian, resulting in a total of 90 scenarios.

Fraudulent scenarios were sourced from YouTube recordings, reflecting common
scam types prevalent in Latvia. Legitimate scenarios, developed in consultation with
a senior security expert from one of the largest banks in Latvia, simulate real bank-
ing practices and communication styles and represented a control group. This balanced
dataset enabled objective evaluation of the system’s performance in detecting and pre-
venting diverse scam tactics.

Use of computer-generated voice recordings To ensure consistent testing conditions
and control speech rate, the study employed computer-generated voice recordings with
specific words per minute (WPM) for each language: English (200 WPM), Latvian (170
WPM), and Russian (160 WPM). These WPM values, based on typical speech rates and
adjusted for potential stress-induced acceleration (Rodero, 2012; Kappen et al., 2024;
Bogdanovs, 2018), enabled precise calculation of conversation progression for real-time
analysis.

Within the simulated real-time environment, this controlled speech rate allowed for
precise calculation of conversation progression, enabling accurate assessment of the
system’s ability to detect and prevent scams before critical points are reached. Further
details regarding the methodology and the impact of WPM are provided in subsequent
section “Classification effectiveness evaluation.”
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Latency analysis The latency evaluation methodology at the system level remained
similar to the previously described LLM latency assessment. However, in this case, the
total time required for the system to process 15-second text fragments and provide a
response was measured. This included:

1. Audio transcription: Time taken by OpenAI Whisper to transcribe the audio.
2. Text processing: Time required for creating the audio recording (simulated by

adding 0,40 seconds, the maximum time needed for combining audio tracks in the
real-time system) and automatically removing personally identifiable information
from the transcribed text.

3. LLM analysis: Time taken by Google Gemini 1.5-Pro to process the edited text
fragment and provide a response.

These three stages constituted the system’s total latency, measured for each text
fragment. The results were analyzed to evaluate the system’s suitability for real-time
operation and to calculate the “real-time word” position for assessing prevention effec-
tiveness (explained in the subsequent section).

Classification effectiveness evaluation The methodology for evaluating classification
effectiveness largely followed the principles used for individual LLM assessment in
the previous chapter, with modifications to reflect the integrated system evaluation and
adapt to real-time analysis challenges.

Similar to the previous chapter, the evaluation included continuous classification,
performance metric calculation, variation analysis, and result analysis using the full
dataset in 3 target languages. However, to accurately assess fraud prevention effective-
ness in a simulated real-time environment, a modified fraud point calculation method-
ology was introduced, incorporating the time factor.

Fraud point calculation – adapting to real-time environment The simulated environ-
ment presented challenges in accurately assessing real-time fraud prevention effective-
ness. In a real-world setting, prevention is determined by whether a call is classified
and terminated before reaching the “risk point”. In the simulated environment, how-
ever, the system analyzes segments sequentially, potentially missing the risk point as
the conversation progresses in real-time.

To address this, a modified fraud point calculation methodology was implemented,
incorporating the time factor (illustrated in Figure 11):

1. Continuous classification: Each 15-second text fragment was sequentially ana-
lyzed using Google Gemini 1.5-Pro with Prompt No. 1 until fraud was detected or
the conversation ended.

2. Last word identification: Upon fraud detection, the last word in the transcribed
and edited 15-second fragment was identified, representing the point reached in the
real-time conversation.

3. Processing time measurement: The total time taken by the system to process the
fragment, from transcription to analysis results, was measured. This included tran-
scription, text editing, and LLM analysis.
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4. Additional spoken words calculation: Using the respective language’s WPM, the
average number of words spoken per second was calculated and multiplied by the
processing time to determine the number of words spoken during analysis.

5. “Real-time word” position determination: The additional spoken words were
added to the last word’s position (from step 2) to determine the “real-time word”
position – the point the conversation would have reached after analysis (see Figure
11).

6. Fraud point calculation: The “real-time word” position was used to calculate the
fraud point ratio relative to the total words in the scenario.

7. Comparison with risk point: The fraud point ratio was compared to the risk point
ratio to determine if the system detected fraud before the critical risk point, consid-
ering processing time.

Fig. 11. Illustration of the customized phone fraud prevention methodology

This methodology ensured an objective system evaluation simulating real-time con-
ditions, enabling conclusions about real-time phone scam detection and prevention.

7.2 Limitations and assumptions

While the system evaluation provides valuable insights, it is essential to acknowledge
limitations and assumptions. The evaluation assumed a stable network connection for
uninterrupted operation of both the transcription tool and the LLM API. Real-world
network instability could impact system performance and latency. Although expanded,
the dataset may not encompass all possible phone scam scenarios and tactics. While of-
fering controlled conditions, the simulated environment cannot fully replicate the com-
plexity and unpredictability of a real-time system.

7.3 Results

This section presents the results of the system evaluation, addressing the objectives out-
lined in the methodology section. The evaluation involved 450 individual classifications
(30 scenarios x 5 iterations x 3 languages), totaling 2816 measurements (analyzed text
fragments for classification and latency assessment).
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7.3.1 Latency System latency is crucial for real-time fraud prevention. On average,
audio transcription took 1,82 seconds, text processing (including audio track combining
simulation and text editing) took 0,43 seconds, and LLM analysis took 2,26 seconds,
constituting the largest portion of the total system latency (4,52 seconds).

Minor discrepancies were observed compared to previous latency measurements
in transcription tool evaluation chapter. Transcription latency was slightly higher (1,82
seconds vs. 1,53 seconds), potentially due to increased load on OpenAI servers. How-
ever, the LLM analysis latency (2,26 seconds) remained consistent with previous find-
ings (2,28 seconds).

7.3.2 Classification effectiveness This section analyzes the integrated system’s ef-
fectiveness in detecting and preventing phone scams using the expanded dataset and
modified fraud point calculation. Four metrics were used to assess detection perfor-
mance: accuracy, F1 score, precision, and recall. Prevention performance was evaluated
using the prevention rate.

Phone scam detection Figure 12 presents the average values for each metric across all
languages and iterations, including 95% confidence intervals derived from variations
across target languages.

Fig. 12. System’s average performance metrics at 95% confidence interval

The data indicates:

– High classification effectiveness: The system achieved an average accuracy of
90,4% and an F1 score of 91,2%, demonstrating its ability to accurately distinguish
fraudulent and legitimate calls.

– Excellent recall: The system exhibited a recall of 98,2%, indicating its ability to
detect almost all actual scam cases.
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– High precision: The system’s precision was 85,5%, suggesting a relatively low rate
of false positives.

– Moderate prevention rate: The system achieved a prevention rate of 69,8%, suc-
cessfully preventing scams in almost 70% of cases.

The narrow confidence intervals suggest consistent classification performance across
scenarios and languages, crucial for reliable real-time operation.

Comparing the integrated system’s performance to the isolated Google Gemini 1.5-
Pro results (from “6. Content analysis tool selection”), the classification effectiveness
was similar. The integrated system’s average accuracy (90,4%) and F1 score (91,2%)
aligned with the previous findings (90% accuracy and 90% F1 score). Similarly, preci-
sion (85,5%) and recall (98,2%) were comparable to the isolated model’s performance
(90,4% precision and 90,7% recall).

Despite minor variations, the integrated system’s average values for three out of four
classification metrics fell within the confidence intervals of the isolated Google model
with Prompt No. 1:

– Accuracy: 90,4% (previous CI: 88,2% - 91,8%)
– F1 score: 91,2% (previous CI: 88,6% - 91,4%)
– Precision: 85,5% (previous CI: 85,6% - 95,3%) - only slightly below the lower

bound due to rounding.
– Recall: 98,2% (previous CI: 88,6% - 92,7%) - exceeding the upper bound, likely

attributed to the expanded dataset providing more examples for fraud identification.

This demonstrates that the integrated system achieved comparable classification effec-
tiveness with an expanded dataset, while also providing real-time transcription and scam
detection.

Phone scam prevention The integrated system’s average prevention rate (69,8%, 95%
CI: 67,1% - 72,5%) was lower than the isolated Google model’s (89,3%, 95% CI: 87,3%
- 91,4%). This difference can be primarily attributed to the use of an expanded dataset
that incorporates a broader variety of real-world scenarios, as well as the inclusion of
real-time factors (such as processing time and the “real-time word” position) in the
fraud point calculation.

To assess the impact of latency, a “potential prevention rate” (ignoring processing
time) was calculated (76%). This minor difference (6,2%) indicates that latency had a
limited effect. The primary factor for the lower rate was the broader variety of scenarios
present in the expanded dataset.

7.4 Conclusions

The integrated system demonstrated strong performance in both scam detection and
prevention, achieving high accuracy (90,4%), F1 score (91,2%), and recall (98,2%).
While the prevention rate (69,8%) was lower than the isolated LLM evaluation, it still
highlights the system’s potential for real-time fraud prevention.

The system’s classification effectiveness was comparable to the isolated Google
Gemini 1.5-Pro model, confirming its ability to maintain high accuracy and reliability
with a larger dataset while providing real-time transcription and analysis.



Real-Time Phone Fraud Detection and Prevention Based on AI Tools 285

Narrow confidence intervals across metrics indicate system stability and consistency
across languages and iterations. The lower prevention rate is primarily attributed to the
expanded dataset’s complexity and minimally to the modified fraud point calculation
for real-time simulation.

The system’s average latency was 4,52 seconds, with 1,82 seconds for transcription,
0,43 seconds for text processing, and 2,26 seconds for LLM analysis. This latency is
acceptable for real-time fraud detection, allowing timely analysis and identification of
fraudulent indicators and thus timely prevention.

8 Discussion

In this study, we presented an integrated system for phone fraud detection and pre-
vention that leverages AI tools to analyze phone conversation content in a simulated
real-time environment. The evaluation was conducted using a dataset of fraudulent
and legitimate transcripts derived from real-world call scenarios, with synthetic au-
dio recordings. Our approach not only assesses fraud detection performance using key
metrics such as accuracy, F1 score, precision, and recall but also emphasizes the sys-
tem’s capability to prevent fraud—an aspect that is often overlooked in the literature.
This dual focus on both detection and prevention provides a comprehensive evaluation
of the system’s potential for practical application. While the results are promising in
this controlled environment, they should be interpreted with the understanding that the
evaluation setting may differ from live real-world conditions.

8.1 System advantages

The developed prototype for phone scam detection and prevention offers several ad-
vantages. By integrating AI-based tools for speech recognition and natural language
processing, the system effectively complements traditional call filtering methods. Un-
like simpler approaches, the system performs in-depth analysis of conversation content,
enabling the identification of complex scam tactics and social engineering techniques.
Furthermore, its language-agnostic design facilitates multilingual scam detection. The
system’s flexible architecture, based on microservices, allows for easy updates and fu-
ture integration of improved AI models.

8.2 Limitations and criticism

Despite promising results, the system has limitations. Data privacy is a key concern,
requiring strict adherence to data protection regulations. Automated data editing may
lead to errors and potential information leakage, necessitating robust quality control.
The dataset, while expanded, remains limited in its representation of potential scam
scenarios and linguistic variations. Additionally, the evaluation was conducted using
synthetic audio rather than real phone call recordings. While the synthetic audio was
designed to reflect real-world scenarios and replicate telecom-grade quality, it may not
fully capture the complexities of live phone conversation audio, including background
noise, speaker variability, and mobile network disruptions.
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The system’s dependence on automatic speech recognition is a critical factor. In-
accuracies in transcription and audio segmentation can distort conversational context
and hinder accurate classification. In real-world settings, challenges such as noisy en-
vironments, mobile network interruptions and linguistic nuances may exacerbate ASR
errors—potentially leading to significantly higher word error rates that could compro-
mise overall system effectiveness.

Finally, The chosen prompt may not be universally optimal, and the inherent vari-
ability in LLM outputs can influence system reliability.

9 Conclusions and future work

This study addressed the pressing issue of phone fraud and scams, which cause signifi-
cant financial losses and emotional distress to telecommunication users globally.

Traditional detection methods, such as blacklists and CDR analysis, are becoming
less effective due to scammers’ evolving tactics (e.g., caller ID spoofing). This necessi-
tates innovative approaches to combat phone fraud.

Conversation content analysis has emerged as a promising avenue for real-time
scam detection and prevention. This approach leverages advancements in artificial in-
telligence, specifically automatic speech recognition (ASR) and large language models
(LLM), to analyze the content of phone conversations and identify fraudulent patterns.

This study developed a prototype system integrating two AI tools: OpenAI Whisper
for ASR and Google Gemini 1.5-Pro for LLM-based content analysis. Each tool was
selected through a rigorous evaluation methodology.

Empirical evaluation of the integrated system in a simulated real-time environment
demonstrated its high classification effectiveness. The system achieved strong perfor-
mance across key metrics and the results indicate the system’s ability to effectively
detect fraud while maintaining a low false positive rate.

Furthermore, the system achieved a prevention rate of 69,8% (95% CI: 67,1% -
72,5%), demonstrating its potential for real-time intervention and prevention of phone
fraud. While much research focuses on detection, this study highlights the importance
of evaluating and optimizing systems for proactive prevention, aiming to stop scams
before they cause harm. It is crucial to recognize that mere identification of a fraud
attempt is not equivalent to prevention. A system might accurately identify a fraudulent
call, but if the identification occurs too late in the conversation, it may not be possible
to prevent negative consequences.

The system offers several advantages that make it a promising solution for combat-
ing phone fraud. It can be integrated with existing protection methods, such as blacklists
and call filtering, creating a multi-layered defense system. The system’s ability to ana-
lyze conversation content in real-time allows for rapid response to scam attempts. Mul-
tilingual support broadens its applicability across different regions. Finally, the flexible
microservices architecture enables easy adaptation and updates, allowing for the inte-
gration of newer and improved AI tools as needed.

However, the evaluation also revealed limitations that need to be acknowledged.
Data privacy remains a critical concern, requiring careful consideration and robust secu-
rity measures. The potential for data editing errors and unintended information leakage
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necessitates further research and development of more reliable techniques. The limited
size and diversity of the dataset may affect the system’s generalizability. Furthermore,
challenges remain in optimizing prompts for specific scam types and managing the
inherent variability in LLM outputs. Finally, errors in speech recognition and audio
segmentation can lead to contextual distortions that hinder system effectiveness.

Future research should focus on addressing current limitations. This includes con-
ducting real-world testing using actual phone call audio to evaluate system performance
under real conditions and expanding the dataset to encompass a wider range of scenar-
ios, languages and linguistic variations to assess generalizability. The use of synthetic
audio recordings—while designed to replicate real-world conditions—may not fully
capture the complexities of live phone conversations, such as background noise, speaker
variability, and mobile network disruptions. Furthermore, our evaluation used a bal-
anced dataset for controlled assessment. However, in real-world scenarios, fraudulent
calls are far less frequent, which may reduce precision as false positives could outweigh
true fraud cases. Future work should focus on adapting the system to this imbalance for
more realistic performance. Additionally, exploring the integration of streaming ASR
solutions and evaluating alternative file formats (e.g., lossless FLAC) for transcrip-
tion could help reduce latency and improve accuracy. Investigating separate speaker
transcription and timestamped utterances could enhance fraud detection by providing
clearer conversational context for the LLM. Further investigation of prompt engineer-
ing and optimization techniques is needed. Exploring strategies to mitigate variability
in LLM outputsand evaluating the feasibility of open-source AI tools could lead to more
robust and cost-effective solutions. Finally, expanding the application of LLMs to de-
tect fraud in other communication channels, such as SMS and email, could contribute
to a more comprehensive approach to fraud prevention.
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