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Abstract. Fairness in machine learning (ML) has a critical importance for building trustworthy
machine learning system as artificial intelligence (Al) systems increasingly impact various as-
pects of society, including healthcare decisions and legal judgments. Moreover, numerous studies
demonstrate evidence of unfair outcomes in ML and the need for more robust fairness-aware
methods. However, the data we use to train and develop debiasing techniques often contains bi-
ased and noisy labels. As a result, the label bias in the training data affects model performance and
misrepresents the fairness of classifiers during testing. To tackle this problem, our paper presents
Graph-based Fairness-aware Label Correction (GFLC), an efficient method for correcting la-
bel noise while preserving demographic parity in datasets. In particular, our approach combines
three key components: prediction confidence measure, graph-based regularization through Ricci-
flow-optimized graph Laplacians, and explicit demographic parity incentives. Our experimental
findings show the effectiveness of our proposed approach and show significant improvements in
the trade-off between performance and fairness metrics compared to the baseline.!

Keywords: Fairness in Machine Learning, Learning with Noisy Labels, Ricci Curvature, Graph
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1 Introduction

Machine learning has become widely used in different critical real-world applications
that significantly impact society, leading to growing concerns about fairness in auto-
matic decision-making systems. Research has shown that, without appropriate inter-
vention, these models can exhibit bias against specific demographic groups (Dwork
et al., 2012; Hardt et al., 2016). Therefore, research on fair classification has garnered
significant attention, leading to the development of various methods aimed at improving
fairness (Kearns et al., 2018; Zafar et al., 2017; Mehrabi et al., 2021; Sulaiman et al.,
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2025). These methods typically focus on specific notions of fairness and often assume
that predefined sensitive information is available during the training process. However,
most methods rely on the assumption that labels are completely accurate. This is chal-
lenging to achieve because of how these labels are generated (Wang et al., 2021). For
example, the ImageNet-scale dataset was annotated by various distributed workers on
Amazon Mechanical Turk? (Han et al., 2020; Wu et al., 2022). Moreover, according
to (Northcutt et al., 2021; Wu et al., 2022), the test sets of ten widely used computer
vision, natural language, and audio datasets contain an average label noise of 3.4%.

In the research domain of learning with noisy labels, label noise can be categorized
into different types (Algan and Ulusoy, 2021). For example, assume that x represents
the instance features, s denotes the sensitive group, and y is the class label, we have
the following cases: (i) Random noise: This type is completely random and does not
depend on the instance features (z or/and s) or the true class label y. (ii) Y-dependent
noise: This type is independent of the instance features (x and s) but is influenced by the
class label y. (iii) XY-dependent noise: This type depends on both the instance features
(x and s) and the class label y. Furthermore, when noise is specifically affected by a
sensitive attribute s and its corresponding class y (e Silvaa et al., 2024), it is referred to
in the fairness literature as group-dependent (Wang et al., 2021) or instance-dependent
(Wu et al., 2022). This situation is related to discrimination and is the main focus of our
paper. In such cases, the likelihood of an instance being noisy is influenced by both its
class y and the sensitive group s to which it belongs. This suggests that label noise is
particularly important when considering bias mitigation techniques.

Researchers (Lamy et al., 2019; Liu and Wang, 2021; Wang et al., 2021; Fogliato
et al., 2020) conducted experiments that show that enforcing parity constraints on noisy
labels can negatively impact the classifier’s accuracy for groups unaffected by label
noise. This shows that label noise adversely affects the performance of machine learning
models. Moreover, label noise significantly affects fairness metrics and can cause some
fairness-aware algorithms to be more biased than those not designed with fairness in
mind (Wang et al., 2021). In our paper, we tackle the previous challenges that are related
to learning with noisy labels and fairness in machine learning. Consequently, we present
a novel approach, called Graph-based Fairness-aware Label Correction (GFLC). Our
GFLC method is specifically designed to correct labels while ensuring fairness between
different demographic groups. GFLC combines graph-based techniques, fairness-aware
learning and prediction confidence measure, effectively utilizing the structural insights
offered by k-nearest neighbor (k-NN) graphs, Forman—Ricci curvature, and discrete
Ricci flow. In summary, our contributions are as follows.

— GFLC: We introduce Graph-based Fairness-aware Label Correction (GFLC) a
novel method to address the problem of instance-dependent label noise in a bi-
ased dataset. GFLC is designed to enhance the trade-off between performance and
demographic parity in the presence of noisy labels in biased datasets.

— Empirical Observation: Experiments validate our claims for the proposed ap-
proach, demonstrating improvements in the trade-off between fairness and perfor-
mance, especially at high noise rate.

Zhttps://www.mturk. com
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The structure of this article is as follows: Section 2 presents related work relevant
to our paper, while Section 3 covers the preliminaries. Our proposed method, called
GFLC, is described in Section 4. Section 5 outlines the experimental setup for our
research. Section 6 presents the evaluation of our GFLC method in comparison to the
baseline method. Finally, Section 7 concludes our work.

2 Related work

In this section, we present relevant literature on fairness in machine learning when deal-
ing with group-dependent noisy labels, Ricci curvature in network science, learning
with noisy labels, graph Laplacian, and Semi-Supervised Learning (SSL).

Fairness in Machine Learning and Label Correction. In our work, we primarily focus
on addressing fairness issues in machine learning in the presence of biased and group-
dependent noisy training labels. (Wang et al., 2021) presented a method for training fair
classifiers in scenarios where training labels are subject to random noise where the er-
ror rates of corruption are influenced by both the label class and the protected attribute.
Furthermore, (Wang et al., 2021) presented analytical results demonstrating that simply
imposing parity constraints on demographic disparity measures, without considering
varying error rates between different groups, can reduce both the performance and fair-
ness of the resulting classifier. They address such issues by employing empirical risk
minimization with addtion to a surrogate loss functions and constraints. This approach
helps to mitigate the challenges posed by heterogeneous label noise.

The work by (Wu et al., 2022) introduced general frameworks for developing fair
classifiers that consider instance-dependent label noise. In their study, they addressed
statistical fairness by reformulating both the classification risk and fairness metrics in
the context of noisy data, which allowed for the creation of more robust classifiers. For
their causality-based approach to fairness, they utilized the internal causal structure of
the data to simultaneously model label noise and ensure counterfactual fairness. In ad-
dition, (Tjandra and Wiens, 2023) proposed an approach to address instance-dependent
label noise without making assumptions about the noise distribution, utilizing all avail-
able data during training. Their focus is on a scenario commonly found in healthcare,
where researchers are provided with observed labels for a condition of interest, such as
cardiovascular disease. They assume that a clinical expert can evaluate the accuracy of
these observed labels for a small subset of the data, for instance, through a manual chart
review. Using this specific subset ’alignment set’ (Tjandra and Wiens, 2023) identifies
the underlying patterns of label noise. They then minimize a weighted cross-entropy
across all the data. The authors note that their alignment set is a particular instance
of anchor points (Liu and Tao, 2016), with the additional requirement that it includes
instances where the ground truth and observed labels either match or do not match.

(Canalli et al., 2024) explored the intersection of fair machine learning techniques
and fundamental sources of bias, such as noisy data, emphasizing similarities and dif-
ferences between fairness and noise in the context of machine learning. In addition,
they developed the Fair Transition Loss, a new method for fair classification inspired
by robust label noise learning techniques. Furthermore, the study presented by (e Silvaa
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et al., 2024) introduces Fair-OBNC, a novel method for correcting label noise that con-
siders fairness. This approach builds upon the Ordering-Based Label Noise Correction
(OBNC) algorithm (Feng and Boukir, 2015) by incorporating fairness factors. Fair-
OBNC specifically aims to enhance demographic parity in training datasets, making it
a distinctive method at the intersection of fairness and noise correction. Additionally,
Fair-OBNC (e Silvaa et al., 2024) is the most closely related work to our paper, as it
serves as the baseline and uses the same dataset for evaluation.

Ricci Curvature in Network Science. In classical mathematics, Ricci curvature and
Ricci flow are among the most important tools for analyzing manifolds according to
their geometric and topological properties. (Sreejith et al., 2016) introduced a new dis-
cretization of the classical Ricci curvature, which was originally proposed by (Forman,
2003), specifically for the domain of complex networks. Furthermore, (Sreejith et al.,
2016) explored the correlation between Forman curvature and common network mea-
sures, such as degree, clustering coefficient, and betweenness centrality, in both model
and real networks. In work by (Weber et al., 2016), they built upon and expanded the
work by (Sreejith et al., 2016). Their research focused on examining the relationship be-
tween Forman-Ricci curvature and other geometric properties of networks, such as node
degree distribution and connectivity structure. Additionally, (Weber et al., 2016) intro-
duced an innovative change detection method for complex dynamic networks, which
leverages Ricci flow on the edges in relation to Forman curvature. In addition, in the
work by (Weber et al., 2017), they applied Forman’s Ricci curvature and the Bochner
Laplacian (Forman, 2003) to analyze networks and explore their effectiveness as net-
work characteristics. Additionally, they introduced a method for detecting changes in
evolving networks and proposed the Laplacian flow as a tool for denoising networks
constructed from empirical data. Furthermore, (Weber et al., 2017) noted in their study
that denoising could be a practical application resulting from their theoretical findings.
Besides, in an empirical investigation, (Samal et al., 2018) examined two discretizations
of Ricci curvature: Ollivier’s Ricci curvature and Forman’s Ricci curvature. They ana-
lyzed these measures across various model and real-world networks and found a strong
correlation between those two types of Ricci curvature in many cases. Moreover, a sig-
nificant advantage of Forman-Ricci curvature, as highlighted by (Samal et al., 2018),
is that it captures essential geometric properties of networks while being much sim-
pler to compute on large networks compared to Ollivier-Ricci curvature. Additionally,
they noted that Forman-Ricci curvature can be used as a faster alternative to Ollivier-
Ricci curvature for coarse analyses in larger real-world networks, when less precision
is acceptable.

An innovative geometric approach was introduced in (Ni et al., 2019) that enables
the use of powerful classical geometric methods and properties. By conceptualizing net-
works as geometric objects and considering communities within a network as geometric
decompositions, they apply concepts such as curvature and discrete Ricci flow methods.
These techniques have demonstrated significant effectiveness in analyzing and breaking
down communities in networks. Moreover, (Topping et al., 2021) examined the concept
of graph bottlenecks and the issue of over-squashing, which limits the performance of
message passing in graph neural networks. They introduced the Balanced Forman cur-
vature, a new type of edge-based Ricci curvature that connects to the classical Ollivier
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curvature. Furthermore, the authors demonstrated that negatively curved edges con-
tribute to the problem of over-squashing, suggesting that curvature-based rewiring of
the graph could improve its bottleneck characteristics. In addition, the work by (Nguyen
et al., 2023) established a new connection between Ollivier-Ricci curvature on graphs
and the challenges of over-smoothing and over-squashing. They demonstrated that pos-
itive graph curvature is associated with over-smoothing, while negative graph curvature
is linked to over-squashing. To address these issues, (Nguyen et al., 2023) proposed an
innovative curvature-based rewiring method called Batch Ollivier-Ricci Flow (BORF),
which effectively improves the performance of graph neural networks (GNNs) by tack-
ling both over-smoothing and over-squashing simultaneously.

Graph Laplacian Learning on graphs with Laplacian regularization has been explored
by (Ando and Zhang, 2006). They derived generalization bounds for this approach, uti-
lizing the properties of the graph. Furthermore, (Ando and Zhang, 2006) emphasized the
significance of Laplacian normalization and dimensionality reduction in graph learn-
ing. Moreover, (Streicher and Gilboa, 2023) proposed a new definition of the graph-
Laplacian aimed at enhancing performance for Semi-Supervised Learning (SSL) tasks.
Furthermore, the proposed operator in (Streicher and Gilboa, 2023) facilitates smooth
interpolation between the unsupervised and semi-supervised scenarios. In addition, in
(de Aquino Afonso and Berton, 2020), the authors conducted a comprehensive empir-
ical evaluation of different graph-based semi-supervised learning (SSL) algorithms for
label noise. They demonstrated that detecting the noisiest instances is possible if the
dataset is consistent with the assumptions of semi-supervised learning (SSL). Further-
more, their findings revealed that in high-dimensional clusters, the Laplacian eigenmaps
(LE) algorithm outperformed label propagation. Additionally, the work by (Chen et al.,
2025) introduced LaplaceConfidence, a method that obtains label confidence (clean
probabilities) using Laplacian energy. They demonstrate that their approach outper-
forms other classification-loss-based estimation methods, achieving state-of-the-art re-
sults on standard benchmarks for Learning with Noisy Labels (LNL). In comparison to
previous works, our current work addresses the issue of fairness in machine learning
and examines how noisy labels impact fairness in classification tasks.

3 Preliminaries

Let G = (V, E, W) be an undirected graph with vertex set VV, edge set E, and a positive
weight w,, € W assigned to each edge e,,, = {u,v} € E. We write z ~ u to mean
that vertex x is a neighbor of u (i.e. {u, 2} € E).

3.1 Kk-NN Graph Construction

A k-Nearest Neighbors (k NN) graph is a graph where each node (data point) is con-
nected to its k nearest neighbors based on a distance metric. For dataset D = {x;, ;, s; } Z-I\Ll s
we construct an undirected k-nearest-neighbor graph G = (V, E) from features to cap-
ture the data manifold. Moreover, we define the inverse distance weighting for edge
weights as follows:
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1
max(d(x;,%;), €)

wij = ey

where € = 107® is a small constant to prevent division by zero, and d(x;,x;) is
the Euclidean distance (Lo norm) between nodes ¢ and j. Moreover, the weights will
be large when two points are similar (i.e. when the distance is small), and conversely
small when they are dissimilar (i.e. when the distance is large).

3.2 Forman-Ricci curvature

(Sreejith et al., 2016) introduced the Forman curvature, which represents a new type of
discretization of Ricci curvature, to the realm of undirected networks. In the combina-
torial Forman—Ricci curvature framework, each edge e,,,, is assigned a curvature value
F(ey,) that reflects the local connectivity around u and v. In general, it measures edge
strength relative to neighborhood dispersion. The mathematical formula of the Forman
curvature (Sreejith et al., 2016) (Equation 2) elegantly incorporates the weights of nodes
and edges in networks. Hence, Forman curvature can be utilized to study the structure
of both unweighted and weighted complex networks.

Wy, Wy Wy, Wy

F(euv) v (wuv * Wyw ;L V Wy Wy ;} vV wuvwvw> @

Here the sums run over all neighbors x of u and v, respectively (typically excluding
v from the sum over u and vice versa). Intuitively, each term /w,,, /w,,, compares the
weight of edge uv to the weight of an adjacent edge ux. This expression arises from
Forman’s general discretization of Ricci curvature on CW-complexes (Forman, 2003),
specialized to graphs (Sreejith et al., 2016; Weber et al., 2017). Moreover, Forman-
Ricci curvature is better suited to investigate networks where edge weights correspond
to distances (Samal et al., 2018).

3.3 Simplified Forman-Ricci curvature

Based on (Samal et al., 2018), where they considered combinatorial case, i.e. for w, =
wy, = l,e € E(G),v € V(G) where E(G) and V(G) represent the set of edges
and vertices, respectively, in graph GG, we consider a simplified version of the previous
Forman—Ricci curvature (Equation 3). Notably, (Equation 3) omits vertex weights w,,
and w,, relying solely on edge weights. The derivation of this simplified form from the
general formula can be found in the Appendix A. In general, the simplified Forman cur-
vature formula prioritizes edge-centric properties, measuring whether an edge acts as a
bottleneck (negative curvature) or facilitates expansion (positive curvature). More pre-
cisely, for e,, = {u,v} € E, we define the discrete Forman-Ricci curvature F'(e,,)®
at iteration ¢ as follows:

(t) (t)
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Next, we have the following cases based on the curvature sign (Ni et al., 2019;
Topping et al., 2021): (i) Positive Curvature: (F(e,,)®" > 0) occurs when A < 1
and indicates that the edge (u,v) is relatively strong compared to its neighborhood.
Moreover, it suggests good local connectivity and structural importance. (ii) Negative
Curvature: (F(e,,)® < 0) occurs when A > 1 and indicates that the edge (u,v) is
relatively weak compared to its neighborhood. Moreover, it suggests a structural bot-
tleneck or sparse connectivity (e.g., a critical connection in a network). (iii) Zero Cur-
vature: (F(euv)(t) = 0) occurs when A = 1. Moreover, this indicates balanced local
connectivity.

3.4 Ricci Flow Update Rule

In Hamilton’s original formulation (Hamilton, 1982) the Ricci flow equation is written
as:

agij
ot

In addition, the negative sign in the previous Equation (5) indicates that for regions
of positive Ricci curvature will have metric contraction, while regions of negative cur-
vature undergo expansion. This convention aims to eliminate curvature concentrations
and achieve geometric uniformity. Generally, Ricci flow is a geometric evolution equa-
tion that smooths the geometry of manifolds by evolving the metric tensor according to
its Ricci curvature.

In the context of graphs, discrete Ricci flow will update each edge to enhance the
graph’s geometric properties and connectivity patterns. Furthermore, the discrete Ricci
flow algorithm on a network is an iterative process in which we update all edge weights
simultaneously in each iteration (Ni et al., 2019). In (Ni et al., 2019), a discrete version
of this flow process was introduced to update all edge weights. However, translating
from continuous manifolds to discrete graphs requires careful consideration of both the
geometric interpretation and the desired optimization objectives. The choice of sign in
Equation (5) fundamentally influences whether the algorithm enhances or diminishes
connections based on curvature properties. In our paper, we consider adjusting and
updating the edge weights for a limited number of iterations as follows:

= —QRiCij (5)
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wgﬂ) = max (wl(]t) +7- F(euv)(t), 6) 6)

In this context, n = 0.1 represents the flow step (learning rate). We use ¢, a small
positive constant set to le — 8, to prevent weights from becoming zero. The expres-
sion max(-, €) ensures that the weights remain positive. Moreover, based on Equation
(6), we can derive the following geometric interpretation and discuss its evolutionary
consequences: First: Edges with F'(e,,) > 0 experience increases in weight. This am-
plification process, described in Equation (6), generates several cascading effects. For
instance, as the weights increase, the effective connectivity between well-connected
regions becomes stronger, resulting in more robust intra-community bonds. Second:
When F(e,,) < 0, Equation (6) produces weight reductions. Furthermore, we can
see that inter-community edges experience weight reductions which can effectively in-
creasing the separation between distinct network modules. This process enhances com-
munity detection performance by amplifying modularity differences. Moreover, for the
sparse tree-like regions we can obserave that they will experience weight reductions that
effectively prune weak connections, encouraging the formation of more compact, well-
connected components. This process mirrors the geometric flow’s tendency to eliminate
irregularities.

In summary, in Equation (6) we can observe that positively curved edges shrink,
thereby increasing their weight, while negatively curved edges expand. Furthermore,
the characteristics of Equation (6) contribute significantly to the main goal of our pro-
posed GFLC method. Specifically, we aim to enhance the graph Laplacian term (see
Section 4.1), which focuses on ranking or scoring data points that may contain noise.

4 Ouwur Prposed Method (GFLC)

In this section, we introduce our method Graph-based Fairness-aware Label Correction
(GFLC). GFLC is a method that integrates prediction confidence, geometric structure
via graph Laplacian and Ricci flow, and fairness via demographic parity for fairness-
aware label noise correction. GFLC takes as input a labeled dataset with features X =
{z;}_4, (possibly noisy) labels y = {y;} € {0,1} and a sensitive attribute s = {s;} €
{0, 1} indicating group membership. It outputs corrected labels ¢ that aim to improve
fairness across groups while respecting the geometric structure of data and classifier
confidence.

GFLC proceeds as follows: First: train a classifier on (X, y) to obtain class probabili-
ties p; = Pr(y; = 1| x;) (for computing the margin term); Second: build a KNN graph
(Section 3.1); Third: compute discrete Forman—Ricci curvature on the edges and apply
a Ricci flow rewiring to adjust the graph structure. Fourth: compute the fairness term.
Finally: computes a Combined Correction Score (score;) that trades off margin term
(prediction confidence), graph Laplacian regularization term, and a fairness penalty to
determine which labels should be corrected at the end. The combined correction score
for each data point x; is computed as:
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score; = (1 — M;)+  BL; + ~ADP; @)
—— ~—~ ——
Margin term Graph Laplacian  Fairness incentive

The resulting multi-component scoring function ensures high-quality corrections
for each data point by scoring the instances using score; in descending order, which re-
flects the most uncertain instances via the margin term, the weight via Graph Laplacian
for instance z;, and the highest fairness gain. After that, we begin by categorizing the
scores (score;) into two classes: ST for positive instances and S~ for negative instances.
Following this, we select the top K ™ positive candidates and the top K~ negative can-
didates, as described in Section 4.4. Finally, we implement the flips, updating the labels
to y; = 1 — y; for all 7 in the combined set of K and K . In the upcoming sections,
we will provide a detailed explanation of each term in Equation (7).

4.1 Graph Laplacian

The graph Laplacian is a fundamental tool for enforcing smoothness constraints in
semi-supervised learning and is widely used in manifold regularization frameworks.
Its conceptual foundation is elegant: we construct a graph representation where nodes
correspond to data points, with edges reflecting pairwise similarities. Once established,
the Laplacian can be used as a regularizer that discourages sharp label variations be-
tween neighboring nodes. However, in our GFLC approach, we consider the Laplacian
term (L;) (Streicher and Gilboa, 2023) over the k-NN graph structure, which is defined
as:

L= Z wij - (yi —5)? (®)
JEN(3)

where N (i) represents the set of k-nearest neighbors of instance x;, while w;; denotes
the edge weight between nodes i and j. The term (y; —y;)? penalizes label disagreement
between connected nodes based on their labels. The quantity L; calculates the weighted
sum of squared differences between the label of node i and those of its neighbors. This
serves as a measure of the disagreement between the label of node ¢ and its neighbors,
with the weights reflecting the strength of the connections (edge weights). Additionally,
the weights w;; in Equation (8) are updated according to the update rule defined in
Equation (6).

Laplacian Term Analysis: Higher L; indicates higher disagreement with neighbors and
higher correction priority. In particular, L; = 0 when y; = y; for all neighbors j which
means perfect local consistency and L; is maximized when instance x; has different
labels from all its neighbors. Moreover, based on the graph smoothness assumption,
nearby instances should have similar labels, high L; suggests y; violates local structure
and may be incorrect, and correcting such instances improves overall graph consistency.
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Majority and Minority Group Nodes: In graph-based learning, majority group nodes
refer to densely connected clusters where nodes share similar characteristics (e.g., a
predominant class in classification tasks). Conversely, minority group nodes represent
sparsely connected regions with distinctive properties (e.g., under-represented classes).
The majority group nodes typically have higher degree connections within their group
(intra-group edges). Conversely, minority nodes often exhibit more connections across
groups (inter-group edges) (i.e. more edges to neighbors whose values y; differ). Hence,
L; will typically be larger for those minority nodes than for the majority nodes. In other
words, we are considering the following situation: (i) Majority nodes usually sit in a
tight cluster where most neighbors j also belong to the same class (or have very similar
y;). That means (y; — y;)? is small on almost every intra-group edge, so their total
> wij(yi —y;)? stays relatively low. (i) Minority nodes, by contrast, often have fewer
same-group neighbors and relatively more edges “across” to the majority. Along each
of those inter-group edges, y; and y; are more likely to differ, so (y; — yj)2 is larger.
Even if the weights w;; are the same size, having more of those “large-difference” terms
in the sum drives L; up. Therefore, nodes with higher L; get penalized more heavily. A
minority node’s tendency to connect across groups thus “costs” it more in the Laplacian
penalty than a majority node that mostly connects inside its own (homogeneous) cluster.

Next, we explain the following cases for the inter-group edges and their connection
to our GFLC approach:

Inter-group edges: The weight reduction after updating on inter-group edges (y; #
y;) when Forman curvature F'(e;;) < 0, acts as an adaptive smoothing filter. Thus,
this helps for noise robustness by making spurious connections between groups (e.g.,
mislabeled nodes) experience weight decay.

Strong inter-group edges: Suppose there exists at least one neighbor j for which y; #
y; but w;;is very large. Since (y; — y;)? = 1 whenever y; and y; differ, the term
w;; (y; — y;)* becomes large due to the high weight w;;. Consequently, that single
edge contributes a large value to the sum, driving L; to be high. In other words, a large-
weight edge prefers 1; = y;, so observing y; # y; despite w;; being large is a strong
indicator that y; itself is likely erroneous. Therefore, in our GFLC approach, high L; is
a signal that node 7 is a candidate for having a mislabeled ;.

4.2 Margin Term

In this section, we define the margin term (1 — M;) which converts prediction confidence
into a correction priority score, ensuring that we focus on the most uncertain predictions
where label noise is most likely to occur. For that, we train an ensemble model (e.g.,
Random Forest) to obtain initial predictions, then we optimize the class threshold via
ROC analysis. Moreover, we define M; for each node ¢ based on its predicted probabil-
ity p; € [0, 1]. where p; € [0,1] is the predicted probability, and [7~, 7] defines the
ambiguous region. Thus, M; measures how far p; lies outside the central ambiguous
region [77, 77]. Intuitively, large positive M; indicates a confident prediction that may
override a noisy label.
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71 = argmax (TPR(7) — 5 - FPR(7)) and T =1-—71T )

pi—1t pp>TT
My=<q7" —p; p; <77 (10)
0 otherwise

Higher margin term (1 — M;) values are better for correction purposes because: larger
(margin term); indicates the model is less confident about sample ¢ (high uncertainty),
and less confident samples are more likely to have noisy/incorrect labels. Therefore,
they should be prioritized for potential label correction.

4.3 Fairness Term

Fairness Term (DP;). The fairness term measures the impact of flipping label y; on de-
mographic parity (Dwork et al., 2012) across sensitive groups and is defined as follows:

ADPZ — DpPtev _ DPoriginal (11)

Both DP™" and DP°8" measure demographic parity (DP) and are computed
as the ratio between the minimum and maximum positive rates based on the sensitive
group (e Silvaa et al., 2024). DP* ¢! i the current demographic parity ratio and DP""
is the hypothetical demographic parity ratio after flipping y;. Both ratios range from
0 to 1, where 1 indicates perfect demographic parity. Furthermore, higher values for
DP indicate more balanced positive rates across groups. Mathematically, we define
demographic parity as follows:

mgin(Pr(g =1|5=5s))
bP = max(Pr(j=1|95 =s)) (12)

S

The resulting fairness term, ADP;, provides the following insights: (i) ADP; >
0 means that flipping y; improves demographic parity (moves closer to balance), (ii)
ADP; < 0 means that flipping y; worsens demographic parity (moves away from
balance) and (iii) ADP; = 0 means that flipping y; has no impact on demographic
parity.

4.4 Determining Number of Instances to Flip

The previous scoring function ensures that among all possible flips, we select the most
appropriate candidates. This addresses the critical question: ’"How many instances should
be flipped?’. In order to determine the total number of positive instances to flip to neg-
ative (top K ™) and the total number of negative instances to flip to positive (top K ™),
we consider using some parts of Fair-OBNC (e Silvaa et al., 2024) to achieve this as
follows:
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First, we define the overall positive rate as P(y) = = > i, y;.- Moreover, we define

the minimum and maximum prevalence values as Power = P(y) - (1 — D) and Pypper =
P(y) - (1 + D), where D € [0, 1] is the disparity tolerance parameter.

Second, for each sensitive group s € S we define ny = |{i : s; = s}| as group size
and P(y|s) = 7= >, _, ¥ as group positive rate.

Third, we use the following flip determination logic (e Silvaa et al., 2024):

If P(y|s) < Power : Flip negatives to positives
For each group s : If P(y|s) > Pypper :  Flip positives to negatives (13)
Otherwise : No flips needed

Finally, we are computing the required flips K and K~ as follows:

Kt = Z (15 - (Plower — P(yls))] (14)
5:P(y|s) < Plower
K~ = Z |—ns ’ (P(y|3) - Pupperﬂ (15)

S:P(y|5)>F)upper

5 Experimental setup

In this section, we provide all the experimental setups that we used to examine how
our proposed method (GFLC) learns a robust and fair classifier in the presence of label
noise.

5.1 Dataset

In our experiments, we used the bank account fraud dataset (Jesus et al., 2022), specif-
ically Variant II of the suite that is designed for binary classification and focuses on
detecting fraud in bank account openings. The applicant’s age serves as the sensitive
attribute, represented as a binary variable. In addition, applicants aged 50 and older
constitute the first sensitive group (s = A), while those under 50 belong to the sec-
ond group (s = B). We used the same data set settings as those described in (e Silvaa
et al., 2024). The dataset consists of one million individual application instances, using
thirty features (Jesus et al., 2022). Moreover, the positive class (fraud) comprises ap-
proximately 1.15% of the dataset, while the negative class (legitimate) makes up about
98.85%.
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5.1.1 Label noise injection. To evaluate the effectiveness of our GFLC method com-
pared to the baseline across various biased data scenarios, we inject label noise into
unbiased versions of the dataset as done in the works (Silva et al., 2023; e Silvaa et al.,
2024). The process outlined in the work (e Silvaa et al., 2024) begins with the genera-
tion of an independent and identically distributed (IID) dataset concerning the sensitive
attribute and the data splits. First, the sensitive attribute column is shuffled to eliminate
any existing relationships between this column, the labels, and the features. Next, the
instances are randomly shuffled into training, validation, and test sets to prevent poten-
tial data drift in the original splits. The subsequent injection of label noise is based on
both the label and the sensitive group to which each instance belongs.

Label Noise. In our experiments, we focus exclusively on the scenario of applying label
noise equally to both labels. This differs from the approach taken in (e Silvaa et al.,
2024), where three scenarios were considered: applying label noise equally to both
labels, applying noise to samples with positive labels, and applying noise to samples
with negative labels. Nevertheless, the study by (e Silvaa et al., 2024) found that when
only adding noise to the positive label instances, the performance of the models showed
little variation across different methods and noise rates and this is likely due to the
small number of positive cases (and, therefore, mislabeled instances) in the dataset.
Additionally, the results for the other two scenarios—injecting noise into both labels
equally and applying it only to samples with negative labels—were very similar. As a
result, similar conclusions can be drawn when analyzing the effects of injecting noise
solely into the negative label and across both labels (e Silvaa et al., 2024). Furthermore,
as noted in (e Silvaa et al., 2024), we examine three different noise rates: 5%, 10%, and
20%.

Sensitive group. In the context of sensitive groups, as discussed in (e Silvaa et al.,
2024), we apply noise uniformly to instances in one specific group (Group A only),
simulating a scenario where the sensitive attribute influences the likelihood of receiving
an incorrect label.

5.1.2 IID Test Set. In the domain of learning with noisy labels, it is essential to
evaluate the trained models using a clean IID test set after obtaining corrected labels for
a noisy training dataset and training models on this corrected dataset. This evaluation
helps us understand how the models perform in the case where the biases present in the
training data are mitigated in the new resulting train dataset (e Silvaa et al., 2024).

5.2 GFLC

In our GFLC method, we are using the following parameters in all experimental set-
tings. For K-NN graph (Section 3.1) we are using £ = 10. Moreover, for Equation (7)
we are using o = 0.2, 8 = 0.6 and v = 0.2. In Equation (6) the weights are updated
for 2 iterations (ricci_iter = 2). Furthermore, we select D = 0.05 (Section 4.4) as the
target of disparity. Finally, after obtaining the modified/corrected training data set using
our proposed GFLC method (Section 4), we train a LightGBM model configured with
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100 estimators and a learning rate of 0.1 using the corrected training data set. The final
trained model will be used to make predictions for the IID test set (Section 5.1.2).

5.3 Baseline: Fair-OBNC

We use Fair Ordering-Based Noise Correction (Fair-OBNC) (e Silvaa et al., 2024) as
a baseline. It is fairness-aware label noise correction method, extending the OBNC al-
gorithm (Feng and Boukir, 2015) with fairness considerations. This method is used
to enhance demographic parity in training datasets, making it a good baseline for the
intersection of fairness and noise correction. For Fair-OBNC, we follow the same ex-
perimental settings outlined in (e Silvaa et al., 2024), where 50 hyperparameter configu-
rations are randomly sampled and applied to the training set. However, unlike (e Silvaa
et al., 2024), which used a fixed decision threshold for this process, we utilize the same
procedure for various decision thresholds ranging from 0 to 0.6 in our experiments. Fur-
thermore, after obtaining the modified training sets, LightGBM models are used to be
be trained on them (e Silvaa et al., 2024). These models then make predictions for the
IID clean test set, and finally, we average the performance and fairness metrics across
the 50 runs. Additionally, the implementation code for Fair-OBNC is available in the
Aequitas package® under the name LabelFlipping.

5.4 Metrics

In this section, we outline the performance and fairness metrics used in our experiments
to evaluate GFLC and Fair-OBNC approaches on the Bank Account Fraud dataset. The
dataset focuses on detecting fraud during the account opening process, with the primary
objective of identifying as many fraudulent attempts as possible (e Silvaa et al., 2024).

5.4.1 Performance Metrics

The Area Under the Curve (AUC): The AUC metriccan be used to measure the area
under the Receiver Operating Characteristic (ROC) curve. In general, the ROC plots
the True Positive Rate against the False Positive Rate at various threshold settings.
Furthermore, AUC score ranges from 0 to 1 where a score of 0.5 indicates random
guessing, while a score of 1 means perfect performance.

True Positive Rate (TPR): TPR, which is also known as sensitivity or recall, is a key
performance metric in binary classification. It measures the proportion of actual positive
cases that the model correctly identifies. Mathematically, TPR is defined as: TPR =
TP / (TP + FN). In this formula, TP represents true positives, and FN represents false
negatives. Essentially, TPR answers the question: out of all the actual positive cases in
the dataset, how many did the model successfully identify?

> https://github.com/dssg/aequitas
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True Negative Rate (TNR): The True Negative Rate (TNR), also known as specificity,
measures the proportion of actual negative cases that are correctly identified as negative
by the model. Mathematically expressed as TNR = TN / (TN + FP), where TN rep-
resents true negatives and FP represents false positives. Therefore, the TNR addresses
the question: Of all the actual negative cases in the dataset, how many did the model
correctly classify as negative?

False Positive Rate (FPR): The False Positive Rate (FPR) measures the proportion of
actual negative cases incorrectly identified as positive by a model . FPR can be calcu-
lated as the ratio of false positives (FP) to the sum of false positives and true negatives
(TN), expressed as FPR=FP/(FP+TN).

False Negative Rate (FNR): The False Negative Rate (FNR) represents the proportion
of actual positive cases erroneously classified as negative. It is computed as the ratio
of false negatives (FN) to the sum of false negatives and true positives (TP), given by
FNR=FN/(FN+TP).

Precision. Precision measures the proportion of true positive predictions among all
positive predictions: TPT+7PFP' It is particularly important in applications where false
positives are costly.

5.4.2 Fairness Metrics. Since our method (GFLC) and the baseline (Fair-OBNC)
(e Silvaa et al., 2024) (Sections 4.3 and 5.3) primarily focus on achieving Demographic
Parity as the key fairness criterion during the label correction process, we utilized the
Demographic Parity metric to evaluate the group fairness of our approach on the dataset.
However, we also considered Equal Opportunity and Equalized Odds metrics, even
though they were not the main focus of our experiments. By examining these metrics,
we aim to provide a thorough evaluation of fairness in our models, ensuring they treat
all groups equitably.

Demographic Parity. To compute the Demographic Parity metric (Equation 16), we
calculate the ratio between the lowest and highest predicted prevalence (Equation 12).
In this metric, values close to 1 represent an equilibrium of predicted prevalence be-
tween every group in the dataset, while values close to 0 represent higher disparities
in the fairness metric. In our experiments, this metric is called pprev_ratio (predicted
prevalence) same as it is named in the Aequitas toolkit (Saleiro et al., 2018; Jesus et al.,
2024; e Silvaa et al., 2024).

Plg=1ls=A)=P(g=1s=B) (16)
Equal Opportunity. Equal Opportunity (Hardt et al., 2016) requires that a model achieves

the same true positive rate (TPR) for different subgroups when considering only in-
stances with a positive label (Hardt et al., 2016). Formally, it is defined as:

PY=1S=0,Y =1)=P(Y =1|S=1,Y =1),
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where Y represents the predicted outcome, S is the sensitive attribute, and Y is the true
label. This condition ensures that individuals from different groups who are actually
positive (i.e., have a positive true label) have an equal probability of being classified as
positive by the model.

Equalized Odds. 1t extends the concept of Equal Opportunity by requiring that both
the true positive rate (TPR) and the false positive rate (FPR) be equal across different
groups (Hardt et al., 2016). It can be expressed as:

PY=ylS=0Y=y)=PY =y[S=1Y =y), yec{01}.

The Equalized Odds metric ensures that the model’s performance is consistent across
groups in terms of both correctly identifying positives and avoiding false positives.

6 Results

In the following subsections, we present and explain the results of our proposed GFLC
approach in comparison to the baseline method, Fair-OBNC. From each approach, we
obtain a trained model that was trained on a training dataset, which includes the corre-
sponding corrected training labels. Moreover, we then test the final trained models from
each approach on the same IID test set.

6.1 Evaluation of performance

Table 1 reports the AUC scores of GFLC and Fair-OBNC under varying noise levels.
At 5% noise, GFLC achieves an AUC of 0.874 versus 0.813 for Fair-OBNC. When
the noise rate rises to 10%, GFLC maintains its lead with an AUC of 0.843 compared
to Fair-OBNC’s 0.783. Even at 20% noise, GFLC outperforms Fair-OBNC, recording
0.799 against 0.752.

Table 1. Performance Comparison Across Different Noise Rates

Metric Noise Rate: 5% Noise Rate: 10% Noise Rate: 20%
GFLC Fair-OBNC GFLC Fair-OBNC GFLC Fair-OBNC
AUC 1T 0.874 0.813 0.843 0.783 0.799 0.752

6.2 Results at Noise Rate 5%

The experimental results presented in Figures (1, 2) demonstrate a comprehensive com-
parison between GFLC (red, dotted) and Fair-OBNC (blue, dashed) methods across
various fairness and performance metrics at a 5% label-noise rate. The analysis reveals
distinct behavioral patterns and trade-offs between the two approaches across different
threshold values in terms of fairness and performance.
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True-Positive Rate (TPR) (Figure 1a): As the threshold increases, Fair-OBNC’s TPR
initially stays slightly higher, down to ~ 0.50 at threshold 0.1 versus GFLC’s ~ 0.45.
However, after that it drops off faster. Beyond ~ 0.12 threshold, GFLC retains a higher
TPR, for instance ~ 0.3 TPR at threshold 0.2 compared to Fair-OBNC’s ~ 0.21.

False-Positive Rate (FPR) (Figure le): At very low thresholds (near 0) both methods
produce nearly 100% false-positives (i.e. everyone is predicted positive). As the thresh-
old increases, GFLC’s FPR drops more sharply: by threshold ~ 0.1 it’s already down
near 5%, while Fair-OBNC is still around 10%. Beyond ~ 0.2, both methods drive
FPR very close to zero. This indicates that GFLC results in fewer false alarms for ev-
ery threshold choice while maintaining a comparable True Positive Rate (TPR) when
compared to Fair-OBNC.

Precision (Figure I1c): Low thresholds (< 0.1) lead to extremely low precision for both
models (because nearly everyone is called positive). In the mid-range (0.1-0.3), GFLC
and Fair-OBNC track closely until about 0.2, where they both reach ~0.20 precision.
At higher thresholds (> 0.2), GFLC pulls ahead—reaching up to ~0.36 precision at
threshold 0.55 versus around 0.24 for Fair-OBNC.

False Negative Rate (FNR): Figure 1d presents the false negative rate (FNR) across
thresholds, where both methods show similar trends but with notable differences in
magnitude. Both GFLC and Fair-OBNC demonstrate increasing FNR with higher thresh-
olds. The convergence occurs around threshold 0.15, after which Fair-OBNC maintains
higher FNR values.

True Negative Rate (TNR): Figure 1b demonstrates true negative rate (TNR) perfor-
mance, where both methods achieve high performance levels above 0.95 for thresholds
greater than 0.2. At lower thresholds (< 0.2), GFLC shows slightly faster convergence
to optimal TNR values.

Demographic Parity (Figure 2c): The demographic parity ratio results in Figure 2c
reveal the most dramatic performance differences between the methods, where higher
values indicate better demographic parity. GFLC maintains exceptional demographic
parity with ratios consistently near 1.0 across all threshold values, indicating optimal
demographic balance across groups. Conversely, Fair-OBNC shows substantial demo-
graphic parity degradation with increasing thresholds, dropping from approximately
1.0 at threshold 0.0 to roughly 0.05 at threshold 0.6. This represents a severe failure in
maintaining demographic parity, suggesting that Fair-OBNC'’s focus on other fairness
metrics comes at an unacceptable cost to demographic balance.

Equal Opportunity (Figure 2a): Figure 2a illustrates the equal opportunity difference
across varying threshold values, where lower values indicate better fairness. GFLC
demonstrates superior and more consistent fairness with equal opportunity differences
maintained around 0.05 across all thresholds, indicating stable fairness performance.
In contrast, Fair-OBNC exhibits significantly worse fairness performance, with peaks
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reaching approximately 0.18 at threshold values around 0.05 and 0.3. Moreover, Fair-
OBNC shows good Equal Opportunity around 0.04 approximately at threshold 0.11.
Furthermore, Fair-OBNC shows a problematic bimodal distribution with substantial
fairness degradation at low thresholds (0.05) and moderate thresholds (0.3), suggesting
threshold-dependent instability that compromises equal opportunity fairness.

Equalized Odds (Figure 2b): The equalized odds difference, shown in Figure 2b, fol-
lows a similar pattern as Equal Opportunity metric. GFLC again demonstrates su-
perior fairness performance with equalized odds differences remaining consistently
low around 0.05, showing minimal variation and maintaining stable fairness across all
threshold values. Fair-OBNC exhibits poor fairness performance with peaks reaching
0.21 at very low thresholds and 0.175 at moderate thresholds around 0.3. The method
shows dramatic fairness deterioration from threshold 0.0 to 0.05, followed by some re-
covery (approximately at threshold 0.11) but continued instability, indicating unreliable
equalized odds performance.

6.3 Results at Noise Rate 10%

At a 10% label noise rate, all plots in Figures (3 and 4) compare the behavior of GFLC
(in red, dotted line) and Fair-OBNC (in blue, dashed line) as we vary the decision
threshold from 0 to 0.6. Generally, these figures show results similar to those observed
at a 5% noise rate. In this context, we will skip detailing the results for the 10% label
noise rate and instead focus on the results for a 20% label noise rate, as they exhibit
more interesting behavior and highlight the advantages of our GFLC method for higher
noise rates.

6.4 Results at Noise Rate 20%

The plots in (Figure 5 and Figure 6) compare how GFLC (red, dotted) and Fair-OBNC
(blue, dashed) behave as we change the decision threshold from O up to 0.6, at a 20%
label noise rate. The following analysis at a 20% label noise rate, reveals the strength
of our GFLC approach compared to the baseline method.

True-Positive Rate (TPR) (Figure 5a): GFLC’s TPR shows slightly higher values than
Fair-OBNC’s TPR as the threshold increases from O to 0.15. After the threshold of 0.15,
Fair-OBNC’s TPR remains slightly higher. This is opposite to the results observed at a
5% label noise rate or a 10% label noise rate, where GFLC’s True Positive Rate (TPR)
showed values very similar to Fair-OBNC’s TPR as the threshold increased from O to
0.15. Furthermore, after the threshold exceeded 0.15, GFLC’s TPR at the noise rate of
20% exhibited behavior that was contrary to GFLC’s TPR at the earlier noise rates of
5% and 10% and same as the Fair-OBNC.

False-Positive Rate (FPR) (Figure 5e): As the threshold increases from 0 to 0.08,
GFLC’s FPR shows higher values than Fair-OBNC. Between the thresholds of 0.08
and 0.11, both methods exhibit comparable behavior. However, after the threshold of
0.11, Fair-OBNC’s FPR shows higher values than GFLC.
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Precision (Figure 5c): For low thresholds (less than 0.1) the Figure Sc shows very low
precision for both models again. In the mid-range (0.1-0.3), Fair-OBNC exhibits bet-
ter precision values. However, beyond thresholds of 0.3, GFLC demonstrates superior
precision compared to Fair-OBNC.
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False Negative Rate (FNR): Figure 5d presents the false negative rate (FNR) across
thresholds, where both methods show similar trends but with notable differences in
magnitude. Both GFLC and Fair-OBNC demonstrate increasing FNR with higher thresh-
olds. The convergence occurs around threshold 0.15, after which Fair-OBNC maintains
higher FNR values.

True Negative Rate (TNR): Figure 5b demonstrates true negative rate (TNR) perfor-
mance, where both methods achieve high performance levels above 0.95 for thresholds
greater than 0.2. At lower thresholds (< 0.2), GFLC shows slightly faster convergence
to optimal TNR values.

Demographic Parity (Figure 6¢): The demographic parity ratio shown in Figure 6¢
indicates that the GFLC method maintains exceptional demographic parity, with ratios
consistently close to 1.0 across all threshold values. However, the Fair-OBNC method
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shows a significant degradation for the demographic parity metric as the thresholds
increase, where it decreases from approximately 1.0 at a threshold of 0.0 to around O at
a threshold of 0.6. This illustrates the advantages of the GFLC method, particularly at
the high noise rates of 20 % compared to Fair-OBNC.

Equal Opportunity and Equalized Odds: Figures 6a and 6b show that our GFLC method
outperforms the baseline method Fair-OBNC across all threshold values at this high
noise rate of 20% for equal opportunity and equalized odds. This highlights the advan-
tages of our GFLC method for different fairness definitions in high-noise scenarios.

7 Conclusion

We introduced a novel approach for learning with instance-dependent noisy labels,
called GFLC. Our method is developed to correct labels while ensuring fairness among
different demographic groups. GFLC combines graph-based techniques, fairness-aware
learning, and a prediction confidence measure. It effectively utilizes the structural in-
sights provided by k-nearest neighbor (k-NN) graphs, discrete Forman—Ricci curvature,
and discrete Ricci flow. Moreover, we demonstrated the effectiveness of our approach
using a real dataset, showing that it improves the trade-off between discriminative per-
formance and model fairness. This work builds on key aspects from the literature on
instance-dependent noisy labels and highlights important issues related to fairness. Our
work provides safer machine learning models that can be applied in significant societal

contexts.
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A Derivation of Simplified Formula for Forman Curvature

Here, we present the derivation of the simplified Forman curvature formula described
in Section 3.3. This formula emphasizes edge-centric properties, indicating whether
an edge serves as a bottleneck (negative curvature) or promotes expansion (positive
curvature). We begin with the notion of discrete Ricci curvature for graphs or networks,
namely, the Forman-Ricci curvature (Forman, 2003; Samal et al., 2018), and derive
the simplified version through a series of justified steps. For an edge e,, connecting
vertices u and v, the original Forman curvature formula is as follows:

Wey, Wy Woy, Wy
F(euv) Wuw (’wuv + Wayv a;u \ Wy Wy z 1;} V wu’Uva>
where w,,, is the edge weight between u and v. Additionally, let w,, and w, represent
the weights, and let = be the neighbors of vertex u. Furthermore, we assume unit vertex
weights (w,, = w, = 1), which is common in applications within network science.
Thus, we obtain the following.
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Few) = wy 13
(Euv) = o ( Z \/wukux ; \/wuvwvx) (1%)
— wyy [ —— — 19
v <wuv wif lmwu vV Wy IZN;) 2V wvm]) (19)
Next, we will divide the entire equation by 2.
Flew) W
_ Wy N 20
2 2 <wuv wlll{? |ﬁ~u v Wz zzw;] V wva:‘|> (20)
w1/2
uv
= (21)
After that, we define the normalized curvature Fjom (€0 ).
Flew) 1 1 1
Fnorm uv) = =1-= wv 22
(o) = 28 L o [2 L.y W] 2

Final Adjustment for GFLC: We apply the w,, multiplication to the normalized
curvature Fiom(€yy) to ensure that strong edges dominate curvature calculations while
weak edges in sparse areas do not appear artificially significant.

Fﬁnal(euv) = Wyw * Fnorm(euv> (23)

Fﬁnal(euv) = Wyw * Fnorm(euv) (24)

1 1 1
wv<1—2 Wao LZ; ww+§; me (25)
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