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Abstract. There is a lack of specific and detailed framework for conducting data mining analysis 

in medicine. Cross Industry Standard Process for Data Mining (CRISP-DM) presents a hierar-

chical and iterative process model, and provides an extendable framework with generic-to-specific 

approach, starting from six phases, which are further detailed by generic and then specialized 

tasks. CRISP-DM defines following data mining context dimensions: application domain, problem 

type, technical aspect, and tools & techniques. In this study, we propose an extension of the 

CRISP-DM, called CRISP-MED-DM, which addresses specific challenges of data mining in med-

icine.  The medical application domain with its typical challenges is mapped with CRISP-DM 

reference model, proposing the enhancements in the CRISP-DM reference model. Furthermore, 

the model to evaluate compliance to the CRISP-MED-DM is proposed. The model allows evaluat-

ing and comparing to what extent different data mining projects are following the process model 

of CRISP-MED-DM. 
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1. Introduction 

Since 1990, a number of domain independent process models, application methodolo-

gies, industry standards have been proposed. Cross Industry Standard Process for Data 

Mining (CRISP-DM), “Sample, Explore, Modify, Model and Assess” (SEMMA) pro-

cess model, Predictive Model Markup Language (PMML) are the most prominent of 

them. However, these process models are generic and shall be tailored dependable on the 

data mining (DM) context. 

Medical domain is known for its ontological complexity and constraints in respect 

with medical data analysis and healthcare process computerization (Cios and Moore, 

2002). According to Esfandiari et al. (Esfandiari et al., 2014), the application of DM in 

medicine lacks standards in the knowledge discovery process. The standards for data 

pre-processing could unify data gathering and integration, while standards for DM post-

processing could unify the models deployment.  

The uniqueness of DM and medicine is well analyzed and described in works of  K. 

J. Cios and G. W. Moore (Cios and Moore, 2002), N. Esfandiari et al. (Esfandiari et al., 

2014), R. D. Jr. Canlas (Canlas Jr, 2009), R. Belazzi and B. Zupan (Bellazzi and Zupan, 

2008). However, there are few known attempts to provide a specialized DM methodolo-
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gy or process model for applications in the medical domain. Spečkauskienė and Lu-

koševičius (Spečkauskienė and Lukoševičius, 2009a) proposed a generic workflow of 

handling medical DM applications. The 11 steps of the proposed process model presents 

an iterative approach of defining optimal data set, and finding the best performing DM 

algorithm by actual trial of each available algorithm; first,  in its default configuration, 

and then changing its parameters. The proposed DM application method concentrates on 

the optimization of the initial dataset and trying of as much as possible DM algorithms. 

However, the authors do not cover other important aspects of practical DM application, 

such as data understanding, data preparation, mining non-structured data, and deploy-

ment of the modelling results. 

Catley et. al. (Catley, et al., 2009) introduced a CRISP-DM extension for mining 

temporal medical data of multidimensional streaming data of Intensive Care Unit 

equipment. The authors provided an example of CRISP-DM activities mapping with the 

defined application domain, DM problem type, and technical aspect. As such, the results 

of the work will benefit the researchers of intensive care unit temporal data, but not di-

rectly applicable for other medical specialties, data types or DM application goals. 

In this study, we propose a novel methodology, called CRISP-MED-DM, based on 

the CRISP-DM reference model and aimed to resolve the challenges of medical domain.  

Overall, but specific to medical domain, DM application methodology would benefit 

multi-disciplinary process participants for better-aligned collaboration.  

2. Cross-industry standard process for data mining 
 

Cross Industry Standard Process for Data mining (CRISP-DM) is a general purpose 

methodology which is industry independent, technology neutral, and it is said to be de 

facto standard for DM (Azevedo and Santos, 2008; Chapman, et al., 2000). According to 

the online poll, conducted by the international DM community KDNuggets in 2014 

(Piatetsky-Shapiro, 2014), CRISP-DM is the most referenced and used in practice DM 

methodology. CRISP-DM, alongside with SEMMA, is an informal methodology, since 

it does not provide the rigid framework, evaluation metrics, or correctness criteria. How-

ever, it provides the most complete toolset to the date for DM practitioners. The ultimate 

goal of the CRISP-DM founding parties was to create a non-proprietary and freely avail-

able standard process model for DM application engineering. The current version in-

cludes the methodology, reference model, and implementation user guide. The method-

ology defines phases, tasks, activities and deliverables outputs of these tasks.  

As it shown in Fig. 1, CRISP-DM proposes an iterative process flow, with non-

strictly defined loops between phases, and overall iterative cyclical nature of DM project 

itself. The outcome of each phase determines which phase has to be performed next. The 

six phases of CRISP-DM are as follows:  

1. Business understanding. The preliminary phase highlights the understanding of the 

objectives of data analysis project and the converting of these requirements, from the 

perspective of the subject area, and the problem formulated into a definition of DM 

problem. In this phase it is determined the initial plan of achievement of goals, defining 

the success criteria. 

2. Data understanding. This phase starts with the gathering of initial data and access 

to the dataset. The problems of data quality must be identified and are created the initial 

assumptions which datasets can be of interest for further steps. 
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Fig. 1. Phases of the original CRISP-DM reference model 

 

3. Data preparation. The data preparation phase covers all the activities that are re-

quired for pre-paring the final dataset. The activities of the data preparation phase heavi-

ly depend on the features and the quality of the original raw data. Some of the character-

istic tasks of data preparation involve the choosing of table, attribute projections and 

record, attributes transformation, classification, normalization, noise elimination and 

sampling. 

4. Modeling. In this phase, a suitable selection of modeling techniques, algorithms, 

or combinations thereof is done. Then, optimal algorithm parameters’ values are chosen. 

Generally, for the same task, there are quite a few possible modeling methods available. 

Some of the methods have specific data quality constraints or data types. Consequently, 

this step is often performed in an iterative way until it is achieved the chosen model 

quality criteria. The model quality it is formally assessed. In order to evaluate the quality 

of the model, there are used metrics which are popular in DM and statistic: sensitivity, 

accuracy, specificity and ROC curve. Sensitivity – positive results properly classified as 

such in the results set.  Accuracy – the percentage of properly classified objects. Sensi-

tivity – positive results correctly classified as such in the results set. Specificity – nega-

tive results correctly classified as such in the results set. The relationship between sensi-

tivity and specificity may be assessed with the help of ROC curve (Receiver Operating 

Characteristic) or a numerical expression of the area under the curve (AUC).  

5. Evaluation. The evaluation phase has already a technically high-quality formed 

model (or several models). Prior to the final deployment of the model, it is essential to 

carefully evaluate it, to review the model construction steps, and make sure that business 
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objectives are properly achieved. The final result of this phase – the choice whether the 

DM results may be used in practical settings. 

6. Deployment. The model generation is not the last step of the DM project. Despite 

the cases where the objective of DM project was to learn more about the data available, 

the acquired knowledge should be structured and presented to the end user in an under-

standable form. Depending on the set of requirements, the deployment phase may in-

volve, for the simplest case, a report or deployment of repeated DM process. The predic-

tion model resulting, using PMML modeling language can be saved and exported for 

additional use in healthcare management or clinical decision support systems. Often, it 

will be the end user, rather than the data analyst who will carry out the deployment activ-

ities. It is important that the end user anticipates the actions needed to be carried out in 

order to get the practical benefits of the generated DM model. 

3. Uniqueness of data mining in medicine 

The data mining and more generally knowledge discovery challenges in medical domain 

have been covered in works of R. Belazzi and B. Zupan (Bellazzi and Zupan, 2008), K.J. 

Cios and G.W. Moore (Cios and Moore, 2002), Canlas Jr, R. D. (Canlas Jr, 2009) and 

others. As the above mentioned authors emphasized, the practical application of DM in 

medicine meets a number of barriers: technological, interdisciplinary communication, 

ethics and protection of patient data. In addition, there are several well-known problems 

of biomedical data, such as inaccurate and fragmented information. The challenges of 

medical DM are described in Table 1. 

Table 1. Challenges of data mining in medicine 

Challenge Description 

Variety of data formats and 

representations. 

 

Medical data lies in all sorts of data formats and representa-

tions. These formats include multi-relational structured 

data, video and image files, text files and others.  Addition-

al data pre-processing, feature extraction activities, or non-

standard DM techniques are required to deal with those 

data. Multi-relational DM, text mining, inductive logic 

programing, and multi-media data pre-processing – are a 

few of them to mention.  

Heterogeneous data 

 

Analysis of data of several medical specialties raises addi-

tional challenges. In medicine, the same concept semanti-

cally may have multiple names and different identifiers in 

different code systems. Before applying DM algorithms, 

the data have to be integrated, and semantically unified. In 

the cases, when information systems use standard biomedi-

cal classifiers, nomenclatures, and ontologies, the semantic 

interoperability task is to define a common ontology. How-

ever, it is impossible when healthcare institutions use the 

extended, proprietary or regional versions of code systems, 

which are not identical to the international versions. In such 

cases, DM and medical informatics specialists have to 

create data transformation methods to ensure correct se-

mantic data mapping.  

The problem of medical information systems interoperabil-

ity also needs to be addressed. Frequently, departmental 
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clinical information systems are not integrated. Medical 

informatics offers a range of interoperability standards. In 

theory, modern medical information systems have to sup-

port industrial medical data exchange standards, like HL7, 

HL7 CDA, DICOM, and to rely on inter-national classifi-

ers. In practice, the situation can be opposite. According to 

the survey (Niakšu and Kurasova, 2012), medical infor-

mation systems being used frequently do not support data 

exchange standards. Therefore, successful application of 

DM methods faces an additional challenge – integration of 

information systems. The integration of systems should be 

understood in a broad sense, ranging from data exchange 

architecture and ending with semantic data integrity. 

 

Patient data privacy 

 

The legislation protecting personal privacy prohibits the 

use of the patient's clinical in-formation without her con-

sent. This complicates the use of clinical information for 

research purposes. This problem might be solved by auto-

matic data depersonalization techniques (Vcelak, et al., 

2012), which is done by separating clinical data from de-

mographic data, which identify the patient. Datasets used 

for research must not include patient's name, passport or 

insurance ID numbers or other identifying attributes.  

 

Clinical data quality and com-

pleteness 

 

Another typical challenge in medical DM projects is varia-

ble quality of available medical data. Clinical data quality 

is affected by inaccurate measurements, human or equip-

ment errors. For these reasons, it is essential to consider 

larger samples of clinical data, and to employ data pre-

processing, where outliers can be identified and ruled out. 

4. Extension of CRISP-DM data mining methodology for  

medical domain 

A number of papers addressed the uniqueness of DM in health care (Cios and Moore, 

2002; Canlas Jr, 2009; Bellazzi and Zupan, 2008). All of those papers suggested addi-

tional activities to be considered for effective knowledge discovery process in medicine 

and healthcare. According to our best knowledge, there is no specific and detailed 

framework for conducting DM analysis in medical domain. 

As it was described in Section 2, CRISP-DM is a hierarchical process methodology, 

which provides an extendable framework. The methodology proposes 3
rd

 and 4
th

 abstrac-

tion layers for mapping generic models to specialized models. According to CRISP-DM 

classification, mapping for the future type of extension has be used to ensure specializa-

tion of the generic process model according to a pre-defined context for future systemat-

ic use. 

Summarizing Section 3, the following issues shall be considered when applying DM 

in medical domain: 

1. Mining non-static datasets: multi-relational, temporal and spatial data  

2. Clinical information system interoperability 

3. Semantic data interoperability 



 CRISP Data Mining Methodology Extension for Medical Domain 97 

 

4. Ethical, social and personal data privacy constraints 

5. Active engagement of clinicians in knowledge discovery process 

In order to enhance CRISP-DM, specialized tasks and activities, which address the 

issues listed above, were introduced.  

4.1. CRISP-MED-DM methodology 

The CRISP-MED-DM specialized methodology reference model was developed. The 

changes to the each original CRISP-DM phase are described below. The full list of activ-

ities and deliverables is provided in Table 3. 

Phases 1-2. Project scope definition.  

The CRISP-DM phase 1 “Business understanding” and phase 2 “Data understanding” 

are the phases, where the DM project is being defined and conceptualized. The rest of 

the phases are implementation phases, which aim to resolve the tasks being set in the 

first phases. As in the original CRISP-DM, the implementation phases are highly incre-

mental and iterative. However, the changes in Phase 1 or 2 lead to the change of project 

objectives and available resources. Therefore any significant change in these phases 

shall be regarded as an incremental project restart. 

The first phase “Business understanding” was renamed to “Problem understanding” 

to avoid ambiguous meaning within two different perspectives, i.e. clinical application 

domain, and healthcare management application domain. In addition, the task “Define 

Objectives” has been split into “define clinical objectives” and “define healthcare man-

agement objectives”. Addressing the issue of patient data privacy, a new activity under 

“Assess situation” was introduced: “Assess patient data privacy and legal constraints”. 

Addressing the issue of heterogeneous data source systems, the activity of “Evaluate 

data sources and integrity” was added. The described tasks and activities are shown in 

Fig. 2. 

  

 

Fig. 2. CRISP-MED-DM 1st phase tasks and activities. Enhanced activities are marked with “*”. 

In the second phase “Data Understanding”, a new general task “Prepare for data col-

lection” was introduced. Issues of transport, semantic and functional interoperability 

have been considered in this activity. The wealth of medical data formats is considered 
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through the introduced activity of non-standard data pre-processing design, which in-

cludes support of multi-relational data, temporal, unstructured text and media data. Defi-

nition of medical nomenclatures, classifiers and ontologies used in data is substantial for 

further data pre-processing. Finally, definition and analysis of clinical data models and 

clinical protocols used in data source systems shall be carried out. The described activi-

ties are shown in Fig. 3. 

 

 

Fig. 3. CRISP-MED-DM 2nd phase tasks and activities. Enhanced activities are marked with “*”. 

Phase 3. Data preparation. 

A vast body of experimental DM literature demonstrates that the most resource intensive 

step is data pre-processing. According to Q. Yang (Yang and Wu, 2006), up to 90 per-

cent of the DM cost is in pre-processing (data integration, data cleaning, etc.). This is 

very true in medical domain as well.   

The original CRISP-DM task “select data” had limitations for practical application in 

medical domain. First, it is mostly assumed for single-table static data format. Second, it 

lacks activities to handle data conversion and unification of the medical terminologies 

being used, lacks activities to integrate stand-alone medical information systems. The 

new general task “Prepare data” with the following activities was introduced: 

 implement interfaces of stand-alone systems; 

 prepare medical terminologies mapping; 

 analyze and preprocess data from different sources, based on the agreed clinical 

data models and protocols. 

 

In addition, a new general task “Extract data” was added to the process model. It in-

cludes the activities for unstructured data pre-processing, to facilitate feature extraction 

and prepare for DM modelling step. The activities of the task as follows: 

 text data processing; 

 media data processing: 

o image data processing; 

o video data processing; 

o audio data processing; 

o other signal data processing. 

 

The original CRISP-DM task “Select data” was enhanced with Feature selection us-

ing statistical and DM techniques and data sampling activities. The activity stipulates the 
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usage of feature extraction and dimensionality reduction techniques to define possible 

attribute sets for modeling activities. Predictive DM methods requires separate training, 

validating and testing datasets, therefore data sampling activity was introduced. 

Missing data is very common issue for clinical data. In addition, errors due to faulty 

sensors and laboratory and monitoring equipment interfaces shall be identified through 

outliers detection and semantic analysis. Automated semantic error analysis typically is 

based on business rules, implementing min/max checks, block lists, gender, and age 

dependency checks. These activities have been reflected under the general task of “Clean 

data”.  

Within “Data integration” task, activity of changing data abstraction level was added. 

This activity is required for temporal data. For example, intensive care units equipment 

may generate thousands of data items per second. Thus, methods of temporal abstraction 

have to be used prior to actual DM modelling activities. 

 

Fig. 4. CRISP-MED-DM 3rd phase tasks and activities. Enhanced activities are marked with “*”. 
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Multi-relational data requires either propositioning of data to single-table format or 

will imply the use of multi-relational DM techniques, such as inductive logics program-

ming (ILP). In the first case, conversion from multi-table to single-table must take place. 

Finally, formatting data tasks, including data formatting for specific DM software 

environment, and complex conversions to first-logic predicates used in ILP. In addition, 

data stratification activity was added, because of its importance in predictive DM 

(Spečkauskienė and Lukoševičius, 2009). The described tasks and activities of the phase 

3 are shown in Fig. 4. 

Phase 4. Modelling. 

According to CRISP-DM, Modelling phase is iterative and recursively returns back to 

the data preparation phase. In addition, there is iteration within Modelling phase between 

the task “Build Model” and “assess Model”. However, the process flow of these itera-

tions is not defined in the reference model and is not self-evident.  

Spečkauskienė and Lukoševičius (Spečkauskienė and Lukoševičius, 2009b) proposed 

iterative 11-step DM process model, tailored for finding optimum modelling algorithm. 

Authors proposed the following flow:  

1. To collect and access to a series of classification algorithms.  

2. To analyze the dataset.  

3. To sort out algorithms appropriate for the dataset.  

4. To test the complete dataset using a selection of classification algorithms with 

the standard parameter values.  

5. To select the best algorithms for further analysis. 

6. To train the selected algorithms with a reduced dataset, eliminating attributes 

that have proven uninformative while constructing and visualizing decision 

trees. 

7. To adjust standard values of the algorithms using the optimal set of data assem-

bled for each algorithm of the most useful data identified in step 6. 

8. To evaluate the results. 

9. To mix-up the attribute values of the dataset in a random order. 

10. To perform steps 6 and 7 with a new set of data. 

11. To evaluate and compare the performance and efficiency of the algorithms. 

This approach is resource intensive, but it can be automated by a specialized software 

support offered by the authors. The proposed method is based on greedy trial of all pos-

sible modeling algorithms and their parameters. This might be inefficient or even not 

feasible with big datasets, streaming data, or unstructured data. Thus, the findings of the 

authors were partially applied in CRISP-MED-DM. Particularly, iterative selection of a 

set of feasible modelling techniques, opposed to a few modelling techniques; iterative 

parameterizing of the selected modelling algorithms; and using predefined quality met-

rics to identify rejected, accepted, and best performing model (Fig. 5).  

According to C. Catley, collaborative DM methods (e.g. method ensembles, method 

chains) may provide higher performance (Catley, et al., 2009). Accordingly, a new activ-

ity “Define optimum model or model ensemble” was introduced. 

Finally, in order to prepare for the Deploying phase, the resulting models have to be 

prepared for the use in external decision support or scoring systems. One of the available 

possibilities is to export the resulting model or set of models in PMML format. The de-

scribed tasks and activities of phase 4 are shown in Fig. 5. 
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Fig. 5. CRISP-MED-DM 4th phase tasks and activities. Enhanced activities are marked with “*”. 

Phases 5-6. Evaluation and Deployment.  

The activities of the original CRISP-DM Evaluation and Deployment phases are cover-

ing well medical domain and can be used for variety of projects and research objectives. 

Therefore, these phases remain with no significant changes. 

Frequently, creating new predictive models for medical domain, the current golden 

standard exist, against which the outcomes of DM modelling shall be verified and cross-

checked. Accordingly, the relevant activity was introduced (Fig. 6). 

 

 

Fig. 6. CRISP-MED-DM 5th phase tasks and activities. Enhanced activities are marked with “*”. 

Deployment phase remains with no changes, as shown in Fig. 7. 

 

 

Fig. 7. CRISP-MED-DM 6th phase tasks and activities. 

The full list of general tasks, activities and associated deliverables of CRISP-MED-DM 

is outlined in Table 3. 
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5.  Assessment of conformance to the CRISP-MED-DM 

Assessing, monitoring and improving quality of DM processes requires not only well 

established process model, but also reliable and valid measurement and assessment 

models. A number of possible evaluation and assessment models respecting CRISP-

MED-DM are defined for this purpose.  

The goal to assess how compliant is the DM project to the methodology requires that 

the activities and their outcomes would be measurable. Measurement issues at this level 

may relate to specific process model activities or deliverables. However, regardless 

which process measurements are applied, they should support the quality objectives of 

the whole KDD process. 

DM projects are very different with respect to DM goals and methods, data structure 

complexity, and data volume, thus, it is impossible to define a strict standard for meth-

odology application’s evaluation. Bearing that in mind, the proposed assessment model 

possesses certain flexibility.  

The following assumptions are setting the common ground and eligibility for a KDD 

project, where CRISP-MED-DM methodology could be fruitfully applied and evaluated: 

 The DM goals are well defined. 

 Project participants have the domain and DM competences. 

 Existing DM methods and algorithms will be used, and tools to apply them are 

available (creation of new DM algorithms or their extension is possible; how-

ever it remains beyond the scope of the methodology). 

 Research data is legally and technically available to conduct a research. 

5.1. Assessment and evaluation model 

The DM application project evaluation strategy is proposed. It is based on the presump-

tion that each phase of the process model has the same importance. Exception is made 

for the last phase “Deployment”, which shall is treated as a utilization of the actual DM 

process results. 

The CRISP-MED-DM activities and their related deliverables have different signifi-

cance to the process: “the required”, “required if applicable”, “optional” and “condition-

ally required” - activities shall be distinguished. All but optional activities are valid met-

rics for quantified evaluation.  

Table 2. CRISPM-MED-DM compliance evaluation method 

Phase Number of 

activities in 

phase 

Activity evalu-

ation points 

Evaluation 

maximum 

points 

Problem understanding 9 1.11 10 

Data understanding 9 1.11 10 

Data preparation 15 0.67 10 

Modelling 9 1.11 10 

Evaluation 3 3.33 10 

Deployment 4 2.50 10 
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Each phase except Deployment phase is assigned with 10 commutative points, repre-

senting the maximum score achieved when all non-optional activities of CRISP-MED-

DM have been successfully completed. Accordingly, each phase’s non-optional activity 

is evaluated with maximum evaluation points divided by number of activities as stipulat-

ed in Table 2.  

The list of CRISP-MED-DM tasks, activities, deliverables and metrics according to 

the 1
st
 strategy is provided in Table 3. 

5.2. Evaluation of measurement results 

CRISP-DM and accordingly CRISM-MED-DM reference model includes many activi-

ties not related directly to DM process, but rather to the phases of KDD process, its 

management and organizational part. These activities are important for larger scale DM 

engagements, but could become an overhead in smaller ones.  

Due to this reason, it is difficult to justify objective fixed threshold for meeting 

CRISP-MED-DM requirements. In the most conservative approach 100% of non-

optional activities shall be performed. In a more flexible evaluation, the range could start 

from 60% for small projects and up to 90% for the complex ones. 

The results of actual DM project’s assessment using the proposed evaluation models 

provide comparable total project score, or scored CRISP-MED-DM phases, which can 

be visualized with Radar plot as shown in Fig. 8. 

 

 

Fig.8. Example radar plot of DM project assessment 

5.3. List of tasks, activities and deliverables 

CRISP-DM defines a generic task as a task that holds across all possible data mining 

projects; a specialized task as a task that makes specific assumptions in specific DM 

context; and a deliverable as a tangible result of performing a task. The introduced 
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CRISP-MED-DM generic tasks and specialized tasks are marked with “*” and listed in 

Table 3.  

Table 3. Tasks, activities and deliverables of CRISP-MED-DM 

Notation: R - Activity is required, R2 – Activity is required if applicable, O - Activity is optional, 

C - Activity is conditional. 

 

Generic tasks Specialized tasks Deliverables Assessment 

1 Phase: PROBLEM UNDERSTANDING 

GT1. Determine 

overall objectives 

Define clinical objectives* 

Define healthcare manage-

ment objectives* 

Overall objectives R 

Define success criteria Overall success criteria 

or vision statement 

R 

GT2. Assess situa-

tion 

 

Inventory of Resources Project resource list R 

Data availability and integri-

ty evaluation* 

List of data sources 

Data access evaluation 

R 

Patient privacy and legal 

constraints* 

Evaluation of legal re-

quirements and limita-

tions in data usage 

R 

Requirements, assumptions 

and constraints 

DM project resources, 

costs, timelines assess-

ment 

R 

Terminology Glossary of multi-

discipline relevant clini-

cal and DM terminology 

O 

Risks Risks & Contingencies 

matrix 

O 

Cost/benefit analysis CBA statement or CBA 

report 

O 

GT3. Determine 

data mining goals 

Define approved approaches 

(golden standard)* 

Data mining goals R 

Define success criteria List or hierarchy of data 

mining success criteria 

R 

GT4.Plan activities Project plan 

Plan data collection* 

Overall plan 

Data collection plan 

R 

2 Phase: DATA UNDERSTANDING  (total 10 points) 

GT5. Prepare for 

data collection * 

Design required interfaces to 

the stand-alone systems* 

Design the interfaces of 

IS involved 

R2 

Evaluate semantic data in-

teroperability* 

Semantic interoperability 

analysis report 

R 

Define nomenclatures, clas-

sifiers and ontologies used* 

List of medical nomen-

clatures, classifiers and 

ontologies used 

R 

Define clinical data model-

ing standards and protocols 

used* 

Mapping of used clinical 

models, protocols  

R2 

Design non-standard data 

pre-processing* 

Prepare strategy and 

design for handling mul-

ti-relational, temporal, 

R2 
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Generic tasks Specialized tasks Deliverables Assessment 

non-structured data (me-

dia, text). 

GT6. Collect ini-

tial data 

Acquire data Initial data collection 

report 

R 

GT6. Describe 

data 

Describe available data 

sources, and raw datasets* 

Data model 

 

Clinical data meaning 

report 

 

R 

GT7. Explore data Conduct statistical explora-

tory data analysis 

Exploratory analysis 

report 

R 

GT8. Verify data 

quality 

Verify data quality of avail-

able raw datasets* 

Data quality report 

 

Medical expert data 

quality assessment 

R 

3 Phase: DATA PREPARATION 

GT9. Prepare 

data* 

Implement interfaces of 

stand-alone systems * 

Stand alone IS are inter-

faced 

R2 

Prepare medical terminolo-

gies mapping* 

Medical terminologies 

mapped 

R2 

Analyze and preprocess data 

from different sources, based 

on the agreed clinical data 

models and protocols* 

Clinical data models 

mapped 

R2 

GT10. Extract 

structural data* 

Text data processing* Preprocessed data, suita-

ble for the planned text 

mining 

C 

if required 

by DM 

technique 

Media data processing and 

feature extraction*: 

 Image data processing 

 Video data processing 

 Audio data processing 

 Other signal data processing 

Dataset ready for further 

pre-processing and mod-

elling 

R2 

GT11. Select Data Features selection using 

statistical and DM tech-

niques* 

Selected features (attrib-

utes) for modelling 

O 

Data sampling Prepared data sample 

feasible for modelling 

O 

GT12. Clean data Handling missing data Data cleaning report 

 

Higher quality data set 

C – 

if required 

by DM 

technique 

Handling outliers* R2 

Handling semantic data 

errors* 

R2 

GT13. Construct 

data 

Normalization Constructed data O 

Discretization  O 

Production of attribute de-

rivatives 

 O 
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Generic tasks Specialized tasks Deliverables Assessment 

Unifying medical terminolo-

gies in datasets * 

 R2 

Unifying units of measure-

ment in datasets * 

 R2 

Unifying clinical data mod-

els and protocols in datasets 

* 

 R2 

GT14. Integrate 

data 

Aggregate multi-table data to 

single-table* 

Aggregated, merged data C –  

if required 

by DM 

technique 

Aggregate data attributes  O 

Change data abstraction 

level*  

(diagnosis; anatomic parts of 

body, systems) 

 O 

GT15. Format data Stratify, randomize datasets* Balanced datasets ready 

for selected modelling 

algorithms 

O 

Prepare datasets for model 

training, testing and valida-

tion 

Training, testing and 

validation datasets ready 

C- 

if required 

by DM 

technique 

Convert datasets syntaxes to 

modelling format 

Datasets ready for the 

selected DM tools 

R 

Convert data to first-logic 

clauses format* 

Data in first-logic clauses 

format ready for ILP 

inference 

C- 

if required 

by DM 

technique 

Format background 

knowledge * 

Facts in first-logic claus-

es format ready for ILP 

inference 

C- 

if required 

by DM 

technique 

 

4 Phase: MODELLING  (total 10 points) 

GT16. Select 

Modeling Tech-

nique 

Select technique w.r.t.: 

 Techniques appropriate for 

problem 

 Understandabil-

ity/interpretation require-

ments 

 Constraints 

Modeling Technique 

 

Modeling Assumptions 

R 

GT17. Generate 

Test Design 

Generate model design w.r.t. 

testing and evaluation crite-

ria 

Compare model design with 

DM goals 

Test design R 

GT18. Build Mod-

el 

Set algorithm parameters* Parameter settings R2 

Run the selected DM tech-

niques 

Models 

 

R 

Post-process DM results Ready for evaluation DM R 



 CRISP Data Mining Methodology Extension for Medical Domain 107 

 

Generic tasks Specialized tasks Deliverables Assessment 

model results, e.g. trees, 

rules  

 

Model Description 

GT19. Assess 

Model 

Test and evaluate results 

w.r.t. evaluation criteria and 

test design 

Model assessment 

 

Revised Parameter set-

tings 

 

Assessment 

R 

Prepare for next modeling 

iteration if needed* 

Revised parameter set-

ting 

 

Alternative modelling 

technique 

 

C- 

If DM 

goals are 

not 

achieved 

Define the best performing 

model or model ensemble* 

Get comments on model by 

medical domain expert 

Best performing model 

 

Initial assessment of the 

model by domain expert 

R 

GT20. Prepare 

model for interop-

erable use*  

Export model definition to 

PMML * 

Prediction model in 

PMML standard 

C – 

If model 

will be 

used in 

scoring IS 

5 Phase: EVALUATION 

G21. Evaluate 

Results 

Understand and interpret the 

results 

Assessment w.r.t. Overall 

Success Criteria 

R 

Evaluate results novelty 

Compare results to alterna-

tive studies* 

 R 

G22. Review Pro-

cess 

Review of DM process: 

Identify failures, misleading 

steps, possible alternative 

actions 

Review of Process O 

G23. Determine 

next steps 

Analyze the potential for 

deployment of each result 

List of possible actions 

and rationale for them 

R 

Estimate potential for im-

provement of the current 

process 

 O 

6 Phase: DEPLOYMENT 

G24. Plan De-

ployment 
 Summarize deployable 

results 

 Develop alternative 

deployment plans 

 Establish how the model will 

be deployed within organiza-

tion’s systems 

Identify possible problems 

Deployment plan C – 

If relevant 
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Generic tasks Specialized tasks Deliverables Assessment 

G25. Plan Moni-

toring and Mainte-

nance 

 Decide how accuracy will be 

monitored 

 Determine usage limitations 

and constraints of the result 

model 

 Develop monitoring and 

maintenance plan 

Maintenance plan C – 

If relevant 

G26. Produce 

Final Report 

Develop set of final docu-

mentation, including execu-

tive summary, presentation, 

and detailed technical report.  

Final report & Presenta-

tion 

C – 

If relevant 

G27. Review Pro-

ject 

Interview people involved in 

the project 

Summarize feedback 

Analyze the process retro-

spectively 

Document the lessons 

learned 

Experience Documenta-

tion 

O 

 

6. Discussion and Conclusion 

Researches and practicing data analysts face numerous challenges when applying DM 

techniques in medical domain. To our best knowledge, there is no well-defined process 

model or methodology, addressing the problems and constraints of medicine and 

healthcare. Therefore, a novel methodology called CRISP-MED-DM, based on Cross 

Industry Standard Process for Data Mining was developed.  

The CRISP-MED-DM addresses the specific challenges and issues of DM applica-

tion in medical domain. In the proposed extension of the industry standard CRISP-DM 

reference model, 38 generic and specialized tasks have been introduced. These tasks and 

their related deliverables are aimed to resolve the following issues: 

1. Mining non-static datasets: multi-relational, temporal and spatial data  

2. Clinical information system interoperability 

3. Semantic data interoperability 

4. Ethical, social and personal data privacy constraints 

5. Active engagement of clinicians in knowledge discovery process 

In order to assess compliance to the CRISP-MED-DM, the evaluation method is pro-

posed. The method is flexible to support various levels of formalities, which may differ 

in small and large complexity DM projects. It gives comparative assessment and a base-

line for the evaluation of DM and KDD projects. 

Currently, the CRISP-MED-DM undergoes practical approbation in cardiology do-

main. The future work will include evaluation and critical analysis of the proposed spe-

cific activities and the evaluation method. 
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