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Abstract. This paper follows an important problem of sentiment recognition which may influ-
ence ones decisions or reviews about item and etc. In this paper we introduce a new method to
improve classification performance in sentiment analysis, by combining SVM and Naı̈ve Bayes
classification results to recognize positive or negative sentiment, and test in on datasets from
movie reviews, sentiment140 and Amazon reviews. This method is evaluated on a training dataset
which consists positive and negative words, and hold-out testing dataset, as well with training data
from the same area. It was observed that better results were obtained using our proposed method
in all the experiments, compared to simple SVM and Naı̈ve Bayes classification.
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1 Introduction

The concept of sentiment analysis and opinion mining were first introduced in the 2003.
Sentiment analysis became very popular since people started using Facebook, Twitter,
Instagram and other social networks. The main goal of research related to sentiment
analysis is to obtain authors feelings expressed in positive or negative comments. This
analysis is performed in multiple levels (Thomas, 2013): document level (Yessenalina
et al., 2010), sentence level (Farra et al., 2010), word/term level (Engonopoulos et al.,
2011) or aspect level (Zhou and Song, 2015; Hussein, 2016). This topic is considered
as very challenging - although a lot of work has been done in this field, accuracy is still
rather average due to comments, slang, smiles and etc.

Traditionally, sentiment classification can be regarded as a binary-classification task
(Pang et al., 2002; Dave et al., 2003). Dave et al. (2003) use structured reviews for
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testing and training, identifying appropriate features and scoring methods from infor-
mation retrieval for determining whether reviews are positive or negative. These results
perform as well as traditional machine learning method then use the classifier to iden-
tify and classify review sentences from the web, where classification is more difficult
(Khainar and Kinikar, 2013).

Liu (2010), Tang et al. (2009) expressed an overview in sentiment analysis in which
analyzed the strong points and the weak points of sentiment analysis and they gave
many research ways of sentiment analysis. Barbosa and Feng (2010) pointed that n-
gram is slow, so they researched on Microblogging features (Le and Nguyen, 2015).

Pang et al. (2002), Pang and Lee (2008) compared many classifiers on movie re-
views and gave a vision of insight and comprehension in sentiment analysis and opin-
ion mining. Authors also used star rating as a feature for classification (Le and Nguyen,
2015). In another paper Pang et al. (2002) evaluated the performance of Naı̈ve Bayes,
maximum entropy, and support vector machines in the specific domain of movie re-
views, obtaining accuracy slightly above 80%. Go et al. (2009) later obtained similar
results with unigrams by introducing a more novel approach to automatically classify
the sentiment of Twitter messages as either positive or negative with respect to a query
term. The same techniques were also used in Kharde and Sonawane (2016) to perform
sentiment analysis on Twitter data, yet resulting in lower accuracy; again, SVM proved
to perform best. Davidov et al. (2010) also stated that SVM and Naı̈ve Bayes are best
techniques to classify the data and can be regarded as the baseline learning methods,
by applying them for analysis based on the Twitter user defined hashtag in tweets. The
features were obtained after preprocessing step using the ngrams, punctuation, single
words and pattern as different feature types and then combined in to a single feature
vector for the classification. K-nearest neighbor strategy was used to assign labels in
each training and testing data set.

Wan and Gao (2015) applied an ensemble sentiment classification strategy based
on Majority Vote principle of multiple classification methods, including Naı̈ve Bayes,
SVM, Bayesian Network, C4.5 Decision Tree and Random Forest algorithms, for sen-
timent classification of twitter data for airline services. The results show that the pro-
posed ensemble approach outperforms individual classifiers in this airline service Twit-
ter dataset. Manek et al. (2017) propose a Gini Index based feature selection method
with Support Vector Machine (SVM) classifier for large movie review data set sen-
timent classification. Results were compared with other feature selection methods on
movie reviews and results have shown that classification by using this efficient and
novel method has improved the accuracy.

Catal and Nangir (2017) proposed a novel sentiment classification technique based
on Vote ensemble classifier utilizes from three individual classifiers: Bagging, Naı̈ve
Bayes, and Support Vector Machines (SVM), for Turkish sentiment classification prob-
lem. Proposed approach achieved better performance than Naı̈ve Bayes, which was
reported the best individual classifier for used datasets, and Support Vector Machines.

Such results led to the conclusion that SVM and Naı̈ve Bayes, and combination of
these methods are still prominent for future research and can be used to develop new
hybrid techniques based on their combination. Therefore, in this paper we introduce
a new method based on Naı̈ve Bayes classification and SVM to recognize positive or
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negative sentiments and compare accuracy with the baseline techniques. The rest of the
paper is organized as follows. In section 2, a description of SVM and Naı̈ve Bayes clas-
sification which were used in the experiment. In section 3, introduced our method. In
section 4, described preparation of dataset, experimental settings and results. In section
5, we conclude and give tasks of our future works.

2 Relevant machine learning algorithms

2.1 Naı̈ve Bayes classification

A Naı̈ve Bayes classifier is a simple probabilistic classifier based on Bayes’ theorem
and is particularly suited when the dimensionality of the inputs are high. In text classi-
fication, the given document is assigned a class

C∗ = argmax
c

p(c|d)

Its underlying probability model can be described as an ”independent feature model”.
The Naı̈ve Bayes (NB) classifier uses the Bayes’ rule Eq. (1),

p(c|d) =
p(c)p(d|c)
p(d)

(1)

Where, p(d) plays no role in selecting C∗. To estimate the term p(d|c), Naı̈ve Bayes
decomposes it by assuming the fi’s are conditionally independent given d’s class as in
Eq.(2),

p
NB

(c|d) :=

p(c)

(
m∏
i=1

p(fi|c)ni(d)

)
p(d)

(2)

Where, m is the no of features and fi is the feature vector. Consider a training method
consisting of a relative-frequency estimation p(c) and p (fi|c) (Pang et al., 2002).

2.2 Support Vector Machines

Support vector machines were introduced in Boser et al. (1992) and basically attempt to
find the best possible surface to separate positive and negative training samples. Support
Vector Machines (SVMs) are supervised learning methods used for classification.

Given training vectors xi ∈ Rn, i = 1, . . . , l, in two classes, and an indicator vector
y ∈ Rl such that yi ∈ {1,-1}, C − SV C (Boser et al., 1992; Cortes and Vapnik, 1995)
solves the following primal optimization problem (Chang et al., 2011).

min
w,b,ξ

1

2
wTw + C

l∑
i=1

ξi (3)

subject to yi(w
Tφ(xi) + b) ≥ 1− ξi,
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ξi ≥ 0, i = 1, . . . , l

where φ(xi) maps xi into a higher-dimensional space and C > 0 is the regularization
parameter. Due to the possible high dimensionality of the vector variable w, usually we
solve the following dual problem.

min
α

1

2
αTQα− eTα (4)

subject to yTα = 0,

0 ≤ αi ≤ C, i = 1, . . . , l

where e = [1, ..., l]T is the vector of all ones, Q is an l by l positive semidefinite matrix,
Qij ≡ yiyjK(xi, xj), and K(xi, xj) ≡ φ(xi)

Tφ(xj) is the kernel function.
After problem (4) is solved, using the primal-dual relationship, the optimal w satis-

fies.

w =

l∑
i=1

yiαiφ(xi) (5)

and the decision function is

sgn(wTφ(x) + b) = sgn

(
l∑
i=1

yiαiK(xi, x) + b

)

(Chang et al., 2011)

3 The proposed technique

Our introduced methodology is focused on combine SVM and Naı̈ve Bayes classifica-
tion algorithms to get better results. In the figure below is presented system algorithm
which show us principle of data processing from training data up to obtaining the re-
sults. Training and testing data had been preprocessed and cleaned before it was passed
as the input of machine learning algorithms. It included removing redundant tokens
such as hashtag symbols @, numbers, ”http” for links, punctuation symbols, etc. Be-
low are presented algorithms which are used in ”Combination”. ”Results” is the final
results set with classified sentiments: ”positive” or ”negative”.

Algorithm for words
Input: Let us denote the probability of word selection as p, and the threshold for its
selection as th1 (see subsect 4.2).
Dtest = {S1, S2, . . . , Sn} - set of testing data
S = {w1, w2, . . . , wn} - sentences
w - words which are contained in sentence
RSVM = {SVMsent, v} - set of SVM results, SVMsent - sentiment
RNB = {NBsent, v} - set of Naı̈ve Bayes classification results, NBsent - sentiment
v - value for Sum results
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Naı̈ve Bayes
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Fig. 1. Proposed method for combining results.

1. SVM classification is performed:
RSVM = {}
for ∀Si ∈ Dtest :

vi = 0;
for ∀wj ∈ Si :

pass wj to SVM input (output SVMsentj and pj)
if |pj | ≥ th1

if SVMsentj <> ”positive”
pj = −(pj)

vi = vi + pj

RSVM = RSVM∪{SVMsenti, vi}, SVMsenti =

{
”positive”, if vi ≥ 0

”negative”, if vi < 0

2. Naı̈ve Bayes classification is performed:
RNB = {}
for ∀Si ∈ Dtest :

vi = 0;
for ∀wj ∈ Si :

pass wj to Naı̈ve Bayes input (output vj)

vj =

{
1, for ”positive” words
−1, for ”negative” words

vi = vi + vj
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RNB = RNB ∪ {NBsenti, vi}, NBsenti =

{
”positive”, if vi ≥ 0

”negative”, if vi < 0
3. Results are combined as following:

(a) Find results which are the same in both SVM and Naı̈ve Bayes classifica-
tion. Results = RSVM ∩ RNB = {x : x ∈ RSVM{SVMsent}and x ∈
RNB{NBsent}}

(b) Find results which are different between SVM and Naı̈ve Bayes classification.
RSVM{SVMsent}∆RNB{NBsent}

(c) Find coefficient of difference for ∀(RSVM{SVMsent}∆RNB{NBsent}) ,
using our proposed formula (we need to unify RNB{v} values, so we used
log10 for it):

difference = RSVM{p}+ log10 (|RNB{v}|)

(d) Find average of all coefficients of difference.
(e) for ∀differencei ∈ difference :

Results =

{
Results ∪RSVM , if differencei ≤ average
Results ∪RNB , if differencei > average

Output: set of classification results Results = {S, sentiment} and Accuracy (see
subsect 4.3).

Algorithm for sentences This technique is applied on the whole sentence without
splitting into words.
Input: Let us denote th2 (see subsect 4.2) as the threshold value for RSVM{p} selec-
tion in algorithm step (b) and th3 as the threshold to select RSVM{p} in algorithm step
(c).
RSVM = {SVMsent, p} - set of SVM results obtained after performing SVM classi-
fication; SVMsent - sentiment
p - the probability of sentence classification
RNB = {NBsent, v} - set of Naı̈ve Bayes classification results obtained after per-
forming Naı̈ve Bayes classification; NBsent - sentiment
v - Naı̈ve Bayes results value, contains ”1” for ”positive” sentence and ”-1” for ”nega-
tive” sentence
th3 = min(RSVM{p}) + σRSV M{p} − 0.01 (used our proposed formula), where
σRSV M{p} is the standard deviation of RSVM{p}

Algorithm for results combining is performed:

1. Find results which are the same in both SVM and Naı̈ve Bayes classification.
Results = RSVM∩RNB = {x : x ∈ RSVM{SVMsent}and x ∈ RNB{NBsent}}

2. Find results which are different between SVM and Naı̈ve Bayes classification.
RSVM{SVMsent}∆RNB{NBsent} and RSVM{p} < th2

3. Results =

{
Results ∪RSVM , if |RSVM{p}| < th3

Results ∪RNB , if |RSVM{p}| ≥ th3

Output: set of classification results Results = {S, sentiment} and Accuracy (see
subsect 4.3).
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4 Experiments and results

4.1 Dataset

For the first experiment training, we used dataset ”A list of English positive and neg-
ative opinion words or sentiment words” 3, which was compiled by authors Hu and
Liu (2004). It is actually a list of opinion lexicon. List of positive words contains 2006
words and negative list contains 4783 words. We add additional column in this list,
which named ”Sentiment”. This column contains two values: ”positive” for positive
words list and ”negative” for negative words list. After we combine these two lists in to
one. The prepared training dataset contains 6789 words.

The dataset for testing was acquired from Movie Review Data site of Cornell Uni-
versity Department of Computer Science, which was created by Pang and Lee, (2004)
and contains 1000 positive and 1000 negative processed reviews (polarity dataset v2.0
4). Dataset was splitted into training data (70%), which was used in second experiment
as the training dataset (1400 movie reviews) and testing data (30%). We used the same
testing dataset (600 movie reviews) in first and the second experiments.

For the third experiment we used The Stanford Twitter sentiment corpus (senti-
ment1405) dataset, introduced by Go et al. (2009). The dataset contains 1.6 million
tweets automatically labelled as positive or negative based on emotions. For our ex-
periment we used 50000 positive and 50000 negative (total 100000) randomly selected
tweets. The dataset was splitted into training (70%) and testing (30%) datasets.

For the fourth experiment we used Amazon customer reviews dataset 6. The dataset
contains 4 million reviews and star ratings. For our experiment we used 200000 positive
and 200000 negative (total 400000) randomly selected reviews. The dataset was splitted
into training (70%) and testing (30%) datasets.

4.2 Experimental settings

The proposed technique was implemented using R language (R Core Team, 2016),
package e1071 (Meyer et al., 2017), which includes both SVM and Naı̈ve Bayes imple-
mentations. SVM implementation is based on popular SVM package LibSVM; here,
default C-classification technique which corresponds to the default SVM classifier was
used. All parameters were set to their default values.

Default Naı̈ve Bayes parameters:
• laplace (positive double controlling Laplace smoothing): 0 (disables Laplace

smoothing)
• na.action (A function to specify the action to be taken if ”NA” are found):

The default action is not to count ”NA” for the computation of the probability
factors

3 https://www.cs.uic.edu/~liub/FBS/sentiment-analysis.html
4 http://www.cs.cornell.edu/people/pabo/movie-review-data/
5 http://help.sentiment140.com/
6 https://www.kaggle.com/bittlingmayer/amazonreviews/
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Default SVM parameters:
• type: C-classification
• kernel: linear
• gamma: 1/(data dimension)
• cost of constraints violation (cost): 1
• tolerance of termination criterion (tolerance): 0.001
• epsilon in the insensitive-loss function (epsilon): 0.1

Also, the threshold values were selected by manually investigating the results. We
found that the performance was optimal when word selection probability for was set
to p ≥ 0.8, therefore it was selected as threshold value th1 for the algorithm for words.
Similarly, th2 = 0.8 threshold value was manually selected for the algorithm for sen-
tences.

4.3 Results

Four experiments were executed to evaluate the performance of proposed techniques:

1. In first experiment we used training dataset, which contains a list of English posi-
tive and negative opinion words or sentiment words. List of positive words contains
2006 words and negative list contains 4783 words (Hu and Liu, 2004), in total 6789
words. For testing we used movie review dataset (Pang and Lee, 2004) which con-
tains 300 positive and 300 negative movie reviews, resulting in total 600 movie
reviews. The tokenized sentences were used as input for machine learning algo-
rithms.

2. In second experiment we used the training movie review dataset (Pang and Lee,
2004) which contains 700 positive and 700 negative movie reviews, resulting in
total 1400 movie reviews, and the same testing dataset from the first experiment
to compare prediction efficiency between the tokenized sentences and the whole
sentences.

3. In third experiment we used The Stanford Twitter sentiment corpus (sentiment140)
dataset, introduced by Go et al. (2009). For our experiment we used 50000 posi-
tive and 50000 negative (total 100000) randomly selected tweets. The dataset was
splitted into training (70%) and testing (30%) datasets.

4. Finally, in the last experiment we used Amazon customer reviews dataset. For our
experiment we used 200000 positive and 200000 negative (total 400000) randomly
selected reviews. The dataset was splitted into training (70%) and testing (30%)
datasets.

Performance is measured using statistical measures: accuracy, precision, recall and
F1 score. Formulas are presented below (Sammut and Webb, 2011):
Accuracy (ACC):

ACC =
TP + TN

TP + TN + FP + FN

Positive predictive value (PPV):

PPV =
TP

TP + FP
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Table 1. Experimental settings

Exp Training Training Testing Testing
No. features dataset features dataset

1 words 6789 movie reviews 600
2 movie reviews (70%) 1400 movie reviews (30%) 600
3 tweets (70%) 70000 tweets (30%) 30000
4 Amazon Reviews (70%) 280000 Amazon Reviews (30%) 120000

Negative predictive value (NPV):

NPV =
TN

TN + FN

True positive rate (TPR):

TPR =
TP

TP + FN

True negative rate (TNR):

TNR =
TN

TN + FP

Harmonic mean of PPV and TPR (F1score):

F1score =
2

1
PPV + 1

TPR

where TP - count of correctly classified ”positive” sentiments, TN - count of cor-
rectly classified ”negative” sentiments. FP - count of incorrectly classified ”positive”
sentiments. FN - count of incorrectly classified ”negative” sentiments.

Table 2 shows that the best results we got in forth experiment when was recognizing
Amazon reviews sentiments. Our introduced method gave accuracy (ACC) 89,19%,
while accuracy of SVM (ACC) was 89,05% and Naı̈ve Bayes (ACC) 84,35 %. Not
far away from the best results is the second experiment when was recognizing movie
reviews with accuracy (ACC): our introduced method 88,66 %, SVM 88,50 % and
Naı̈ve Bayes 81,67 %. The first experiment where was used a list of English positive
and negative opinion words or sentiment ”A list of English positive and negative opinion
words or sentiment words” (Hu and Liu, 2004) for recognize movie reviews, showed
the lowest recognize accuracy, but our introduced method still outperform SVM and
Naı̈ve Bayes and gave accuracy (ACC) 72,00%. To compare the first and the second
experiments, where was used the same testing dataset, we found that the better accuracy
is obtained when the sentences is not tokenized and the training dataset is from the
same domain. In third experiment, when was recognizing sentiments from tweets, our
introduced method shown accuracy (ACC) 78,31% and again outperform SVM with
accuracy (ACC) 78,08 % and Naı̈ve Bayes with accuracy 75,77 %. As we can see the
best results are when recognizing movie reviews and Amazon reviews, the results of
tweets recognizing is not very high, but still good enough if we don’t need a very high
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Table 2. Results

Classifiers ACC PPV NPV TPR TNR F1score

Experiment 1

SVM 71,33% 64,33% 78,33% 74,81% 68,71% 69,16%
Naı̈ve Bayes classification 67,83% 71,67% 64,00% 66,56% 69,31% 69,02%
Our introduced method 72,00% 65,67% 78,33% 75,19% 69,53% 70,11%
Experiment 2

SVM 88,50% 89,67% 87,33% 87,62% 89,42% 88,63%
Naı̈ve Bayes classification 81,67% 76,33% 87,00% 85,45% 78,61% 80,63%
Our introduced method 88,66% 90,00% 87,33% 87,66% 89,73% 88,82%
Experiment 3

SVM 78,08% 78,74% 77,43% 77,72% 78,46% 78,23%
Naı̈ve Bayes classification 75,77% 70,75% 80,79% 78,65% 73,42% 74,49%
Our introduced method 78,31% 77,82% 78,80% 78,59% 78,04% 78,20%
Experiment 4

SVM 89,05% 88,11% 89,99% 89,80% 88,33% 88,95%
Naı̈ve Bayes classification 84,35% 79,96% 88,75% 87,66% 81,58% 83,64%
Our introduced method 89,19% 88,10% 90,32% 90,10% 88,33% 89,07%

accuracy. This happen because tweets are very short and tweets contain noises, slangs,
acronyms and etc.

To compare with SVM and Naı̈ve Bayes classification, our introduced method pro-
vided more uniform recognition of both classes (exept the first experiment where we
gave almost the same), compared to other methods.PPV,NPV, TPR, TNR,F1score,
are almost even in our introduced method, while Naı̈ve Bayes have spread from 76,33%
till 87,00% in second experiment, from 70,75% till 80,79% in third experiment and
from 79,96% till 88,75% in fourth experiment. It can be indicated that Naı̈ve Bayes
classifier performed weekly in all experiments, but its combination with stronger clas-
sifier, such as SVM, can improve performance of the latter.

Results suggest that training and testing datasets should come from the same do-
main, which limits the direct transfer of the pretrained classifier to other domains. Also,
Naı̈ve Bayes classifier did not perform well while recognizing sentiments in all experi-
ments to compare with SVM and our introduced method..

5 Conclusions and future work

The main idea of this paper was introduce and to test a new method with datasets which
are from different areas and have different size. We compared two supervised machine
learning algorithms of SVM and Naı̈ve Bayes classification with our introduced method
for the movie reviews, tweets and Amazon reviews sentiment recognizing.

The experimental results show that our introduced method outperform SVM and
Naı̈ve Bayes classification in all experiments. The different datasets and size of datasets
were selected to check if our method could be applied in different areas and still can
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give the better accuracy. It was tested: on a huge text dataset like movie reviews, which
contains long text and several or more sentences; on a short text dataset like tweets,
which contains mostly 140 symbols; on a different size text like Amazon reviews. New
method outperform the SVM from (ACC) 0,14% till 0.67% and Naı̈ve Bayes (ACC)
from 2,84% till 6,99% . This is not very high in case of SVM, but it is very important
if we need more accuracy. The main advantage is that our introduced method provided
more uniform recognition of both classes PPV,NPV, TPR, TNR,F1score. The val-
ues between them are almost equal, to compare with Naı̈ve Bayes which has significant
differences.

The accuracy we got in our approach is enough for movie reviews, tweets and for
Amazon reviews. Also the better accuracy is obtained when the sentences is not to-
kenized. In our paper, only the texts from the tweets are used and other information
is cleaned. This approach is applicable in different areas, but the parameters could be
tuned, and classifier must be developed using datasets from particular domain.

Sentiment analysis is very challenging area. Text in messages can contain sarcasm,
linguistic issues, emoticons, spam and etc. We need to understand the whole context
of the sentence, because even one word can change polarity of sentence. In the future
work, we will work on this issue, will try to increase accuracy of classification by tuning
algorithms parameters and optimize machine learning algorithms.
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