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Abstract. Computer vision is an interdisciplinary field that deals with how computers can be
made for gaining high-level understanding from digital images or videos. Fish detection and
monitoring is an important topic in computer vision. The growth of high-powered computers, the
evolution of high-quality video cameras with low cost and the growing need for automated video
analysis have caused more interest in the development of underwater inspection. However, in the
sea, the spread of light and sound are not uniform. Therefore, visibility becomes increasingly
difficult due to the physical properties of the water. This fact affects negatively of detection accu-
racy. In this paper, we present method for underwater image enhancement. Dark Channel prior,
will be responsible to adjust colour channels in order to get more visibility in images. The algo-
rithm is tested to many images. Experimental results demonstrates a good quality improvement
in underwater images.
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1 Introduction

Oceans and seas are fragile environments. It contains millions of plant and animal
species. Exploration, understanding and investigation of underwater activities is now
becoming paramount. Digital image processing is used to solve a wide variety of prob-
lems. Although unrelated, these problems usually require methods that can improve
information for the interpretation of human visual analysis. Image processing proce-
dures such as image enhancement and restoration are used to process degraded or fuzzy
images.
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However, the use of underwater images presents serious problems compared to im-
ages in air environment. Generally, underwater visibility is poor, even using very so-
phisticated equipment (Jaffe, 2015). The major difficulty in processing underwater im-
ages comes from the attenuation of light. Legris (Legris et al., 2003) concluded that
the attenuation of light limits the visibility distance, about twenty meters in clear water,
and less than five meters in turbid water. The damage caused by absorption and that of
diffusion changes geographically. Practically, coastal waters are generally more turbid
than deep waters because they are more loaded with terrigenous particles. This fact af-
fects negatively to underwater images visibility.

In addition, Outdoor landscapes are usually reduced to some extent by the influence
of the medium underwater. Light is refracted, scattered or absorbed through these me-
dia. The haze in this medium are generated in this way. When light reaches the camera
through these media, it will inevitably be weakened to some extent. The pixel value of
each point is affected by its ambient light. These effects result in a decrease in image
contrast and color distortion. So we need an image defogging algorithm to restore the
original look of the scene. Since most computer vision algorithms are based on the same
assumptions of the image and the scene itself, image defogging is crucial. In addition
to image restoration, since the thickness of the fog in the foggy image is related to the
depth of the scene, it can also be used to estimate the depth of field for further use
in photometric, three-dimensional reconstruction and other fields. However, due to the
thickness of the fog and the depth of the unknown scene, the difficulty of the problem
is also increased. For the case of only one image, image defogging becomes a problem
of insufficient constraint. Therefore, predecessors have tried many ways to make up for
the missing information. For example, a polarized light filter is used to filter out the
dispersion of light in some directions, or to use an image of the same scene at different
angles and different weathers, or to use some known 3D models or scene depths to in-
crease unknown information. In recent years, some methods that use prior knowledge
of images have made good progress, such as maximizing the contrast of images (He et
al., 2011, Boudhane and Balcers, 2019, Pan et al., 2016).

However, the drawback of these methods is that they cannot handle images with
large fog, and will fail when their a priori assumptions are not true. The method pro-
posed in (Xie et al., 2010) is based on the statistical information of the fog-free image,
and the concept of dark channel is proposed for the defogging of a single image. The
prior knowledge found is as follows: For a fog-free image without a sky portion, there
is at least one pixel in the R, G, and B channels where the gray value is extremely low to
close to zero. For a foggy image, the pixel value with a lower gray value than the entire
image is mainly due to the influence of atmospheric light, so it is not as low as close to
zero. At the same time, the use of pixels with lower gray scale in the foggy image can
be roughly used for the estimation of atmospheric light. Using the prior knowledge of
atmospheric light, we can restore the original appearance of the scene.

Therefore, our goal is to exploit the underwater images in order to identify elements
that it contains. In this paper, we propose a method of improving the visibility of images
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using the dark channel prior. This method change the colors levels in raw images, and
adjust it until we get a clear images. Pre-processing using this method will certainly
improve detection accuracy in underwater images. This paper is structured as follows.
First, we will describe, theoretically, the proposed enhancement method. Then, we show
some experimental results, thus our future work.

2 Underwater visibility analysis

In general, visibility corresponds to the possibility of seeing at a certain distance. When
diving, visibility beyond 15 meters is considered good. It is bad below 5 meters and
excellent above 30 meters (depend to the nature of water). Visibility is a very subjec-
tive concept. It depends on the view of the person who determines it, or to the sensor
involved to observe in this environment. But it also depends on more specific elements
such as the turbidity of the water, the ambient light (which itself depends on the nature
of the environment and the sunshine on the surface), the degree of pollution of the wa-
ter, the hustle and bustle of the sea, the quality of the diving mask.

Fig. 1. Examples of images captured in deep sea.

Fig. 1 shows some images captured in the deep water. These images presents high
degree of noise that make the identification of its content very difficult. In the other
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hand, from a technical point of view, light crosses the air in a certain direction and
propagates in a straight line. Then, when it comes into contact with the transparent
object (When it changes medium, or when the medium is no longer homogeneous), it
retains a straight line trajectory, but suddenly changes direction. It is then deviated: this
is the phenomenon of refraction (fig. 2).

Fig. 2. Reflexion of light propagated from medium 1 to medium 2.

Consequently, the visibility is perturbed. In instance, if a fisherman sees a fish from
the surface, does not means that he sees its right position under water. The fish viewed
is not really in the same position due to reflexion phenomena. In other words, the fish-
erman sees only a reflexion of the fish on the surface that does not represents the real
position of the fish. Fig. 3 illustrates concretely the reflexion phenomena when a fisher-
man sees from the surface of water.

Since the visibility is poor, an automated processing of underwater images is manda-
tory. It would ameliorate the images quality in order to identify the element that con-
tains. This method it could be applied in different field as well as fishery, aquaculture,
mines detection, underwater operations, etc.
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Fig. 3. Reflexion phenomena of water when a fisherman sees from the surface. In bold defines the
fish in its real position. But when we look from the surface, the fish is seen in another position
different to the real one due to the reflexion phenomena.

3 Theoretical principles

In this section, we describe the theoretical principles, where we represent the gray value
of the image seen, ie the gray value of the foggy image to be processed. The image is
mainly composed of two parts: the first part is the contribution of the scene light itself,
corresponding to the first part of the right side of the formula, where J is the scene image
we want to recover, t is the transmission rate of the medium, representing the part of the
original scene that reaches the camera. J describes the degree of direct attenuation of
the image. The second part is the contribution of the light penetrated in the medium, A
corresponds to atmospheric light, and (1-t) is the transmission rate of atmospheric light
representing the part of atmospheric light reaching the camera, describing the influence
of the atmosphere in the image.

The goal of the proposed image enhancement is: given I, the value of t, A is re-
quired to recover the value of J. So this is a problem of insufficient constraints. At the
same time, the transmission rate of the medium and the depth of the scene satisfy the
following relationship:

I(x) = J(x)t(x) + (1− t(x))A (1)

where, t is the transmission rate, A is the scattering factor of the atmosphere, and d is
the depth of the scene. After obtaining the transmission rate, we can use this formula to
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find the depth of the scene.

Jdark(x) = miny(minc∈{r,g,b}(J
c(x))) (2)

where is the scattering coefficient of the atmosphere and d is the scene depth. The
equation reveals the relationship between scene depth and medium transmission.

4 Proposed model

The concept of a dark channel is based on the observation that in a fog-free color image
without a sky portion, at least one of the R, G, and B channels contains pixels with gray
values that are extremely low to close to zero. Similarly, after the image is divided, the
minimum value of the gray value corresponding to the block is also close to zero. For
each pixel in a color image, calculate the pixel value with the smallest gray value among
the three channels corresponding to it, as the pixel value of the point, after processing
all the pixels, the corresponding image is obtained. The grayscale image of the lowest
gray value. Then, the gray image is patched, and the lowest gray value in each block is
used as the gray value of all the pixels of the block. then, the dark channel of the image
is obtained.

In addition, the proposed model take on consideration all parameters without prior
knowledge of the scene. The model will also reduce the number of equation generated
by each color channel. In fact, we use a three dimensional matrix to represent the raw
image that includes all color channels R, G, and B. In this model we suppose that the
original image is composed by two components: shading l and reflectance R.

J(x) = l(x)R(x) (3)

form (1), we obtain:

I(x) = t(x)l(x)R(x) + (1− t(x))A (4)

We assume that the reflectance R is constant in the each region.

R(x)= R(const)

In order to measure the two unknowns (shading l and medium light A) indepen-
dently, we proceed by multiple derivation using a Piece-wise constant albedo (Biswas
et al., 2009). The above calculation process is described by the following formula.

IA(x) =< I(x), A >= t(x)l′(x)η + (1− t(x))(A) (5)

and
IR′(x) =< I(x), R′ >= t(x)l′(x) (6)
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5 Experimental results

Previous work has addressed the problem of restoring images acquired in underwater
scenes from several perspectives (Boudhane et al., 2014, such as the use of special pur-
pose equipment, stereo images in (Halseet al., 2008) (see demonstration in fig. 4), or
else the polarization filters as in (Wolff et al., 1995) (fig. 5).

Fig. 4. Traditional methods stereo imaging. in the left (a): stereo camera system, in the right(b):
The view with each cameras, (reference: https ://www.youtube.com/watch?v=j6HiRzsTxDU).

Despite the improvements obtained by these two approaches, they still have sev-
eral limits. For example, methods that rely on specialized equipment are expensive and
complex.

Fig. 5. Traditional methods stereo imaging. in the left (a): polarizer filter, in the
right(b): The view without (in left), and using the polarizer filter (right). source:
http://www.inon.jp/products/filter/variableredfilter.html
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The use of polarizers, for example, requires moving parts, and is difficult to im-
plement in automatic acquisition tasks. In an approach of the stereovision system, the
problem of correspondence becomes even more difficult because of the harsh effects
imposed by the environment. Multiple image methods require at least two images of
the same scene taken under different environmental conditions, which makes them un-
suitable for real-time applications (Buades et al., 2011). So the problem of restoring
images for underwater scenes still requires a lot of research effort, despite the progress
that has already been achieved. For this reason comes the proposed method.

Fig.6 shows the comparison of the enhancement effect before and after refinement
of the transmission rate. In contrast to the effect, in the unrefined image, the boundary
will produce and refine the image. The boundary will produce the same aura as the
patch. The refinement is to remove the artificial effect and restore the image to the basic
unit. As shown in the figure, the algorithm illustrates a good progress in term of im-
age quality improvement. It has also the ability to enhance the image quality, and edge
preservation, and it is successfully reconstructed colors in underwater images. That will
certainly improve the detection accuracy.

6 Conclusion

In this paper we presented an underwater image denoising algorithm, where we imple-
mented an algorithm based on no statistical hypothesis. This last is based on a reliable
physical imaging model using noise (fog) removal.The main objective of our method
was to create a denoising algorithm by keeping original information on the scene. The
proposed approach is computed on square neighborhoods, this, Block artifacts and ha-
los are reduced by using a soft-matting algorithm. As results we obtained images with
high degree of visibility. This method could be integrated in underwater robots sush as
AUVs and ROVs. However, when the images are captured more deeper, the color repar-
tition won’t be uniform. In future work, we plan to take on consideration these effect
by testing our algorithm in different environmental conditions.
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Fig. 6. Experimental results. In the left (a): raw images, in the right(b): enhanced images using
the proposed approach.
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